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ABSTRACT 
In this paper, we describe and detail our project that allows for 
augmented reality visualization of data produced using the Blue 
Waters supercomputer or other high performance computers. 
While molecular structures have been displayed using augmented 
reality before [1][6], we created a pipeline for using information 
from the Protein Data Bank and automatically loading it into an 
augmented reality scene for further display and interaction. We 
find it important to create an easy way for students, scientists, and 
anyone else to be able to visualize molecular structures using 
Augmented Reality because it offers an interactive three 
dimensional perspective that is typically not available in the 
classroom. Learning about molecular structures in 2D is much less 
comprehensive, and our technique for visualization will be free 
for the end user and offer a great deal of aid to the learning and 
teaching process. There is no separate purchase required as long 
as a user has a smart phone or tablet. This is a helpful addition to 
scientific papers which, if containing the right target image, can 
be used as the visualization “anchor.” The Protein Data Bank 
(PDB) houses information about proteins, nucleic acids, and more 
to help scientists and students understand concepts and ideas in 
biology and chemistry [5]. Our project goal is to open the PDB up 
to students and people who are not familiar with augmented 
reality visualization and allow people to learn using the PDB by 
visualizing molecular structures in different representations, 
annotating and interacting with the structures, and offering 
learning modules for common molecular structures. We created a 
prototype mobile application allowing for molecular visualization 
of PDB structures, and are continuing to tweak our project for an 
eventual release to the public. 
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1. INTRODUCTION 
“Augmented Reality (AR) is a medium in which digital 
information is overlaid on the physical world that is in both 
physical and temporal registration with the physical world and 
that is interactive in real time,” [2]. This is different than virtual 
reality, which allows us to enter an entirely digital world where 
our environment is generated by a computer. Our project focus is 
to allow users to, via a mobile application, display and interact 
with molecular structures using augmented reality. To do this, we 
used a game engine, in our case, Unity 3D, so that we did not 
have to create and develop capabilities that a game engine already 
has to offer. The game engine allows us to arrange digital 
information that will be overlaid onto the physical world and thus 
allow for augmented reality. We also have access to the Blue 
Waters supercomputer which made it efficient and quick to put 
structures in the PDB into a format that we could visualize and 
manipulate. The middle step from PDB to AR visualization is a 
program called VMD (Visual Molecular Dynamics) which takes 
structures from the PDB, visualizes them, and creates output in a 
format that we can make into an Augmented reality scene (a 
format readable by the game engine software). The end goal is to 
be able to open the application, which communicates with a server 
and requests a visualization in the desired format, have the server 
execute VMD to create a file with the correct specifications and 
send it back to the mobile application where it is displayed and 
can be interacted with via AR. 

  

Figure 1: The view as seen from the camera of a computer 
that is using the VisMo application. You can see the target 
image, virtual buttons, and molecular structure.  
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2. Related Work 
Work by Billinghurst, Poupyrev, and May about mixed reality 
environments and how augmented reality allows for collaborative 
computing is important and relates to concepts we are addressing 
with in our project [1]. 

A similar project at the HITLab at the University of Washington 
for augmented tangible molecular models created a molecular 
viewer where using virtual models highlighted primary, 
secondary, tertiary, and quaternary levels of structural 
organization and amino acid sequences [4].  

Another related project is the NCSA Access magazine [5] created 
by the National Center for Supercomputing Applications (NCSA) 
at the University of Illinois at Urbana-Champaign. This issue of 
the magazine was a special augmented reality issue done as 
collaboration between Dr. Alan Craig, NCSA, and a team at 
Daqri, a company focused on augmented reality. The pages in the 
issue had unique content connected with them, and when users 
view the magazine through the mobile Daqri application, the 
augmented reality visualizations, including some example 
molecular visualizations, become visible.  

3. Creating the Pipeline 
3.1. From PDB to AR 
In order to visualize structures from the PDB, we used Visual 
Molecular Dynamics (VMD) software. VMD retrieves the data for 
the requested molecule from the PDB and creates a 3D computer 
graphics representation of the desired visualization. In our case, 
VMD creates a .obj file which is then returned to the VisMo 
application and placed into our virtual scene which is overlaid on 
the real world via augmented reality. The user of VisMo requests a 
PDB file within the application by entering the desired molecule 
via a dialog box on the mobile application, VisMo passes that 
information along to the server, and VMD runs and produces the 
desired file with the user-selected specifications. VisMo then can 
place the visualization in the scene and the user can see and 
interact it. The user can now control the point of view, size, and 
other characteristics of the structure they are observing using on 
screen and virtual buttons. 

3.2. Communicating With a Server 
It was necessary to set up a server for this project because there is 
computing that must be done outside of the mobile application. 
Shodor was very helpful and set up a server with VMD on a 
virtual machine so that we could, from within our augmented 
reality application, request that a file be made using VMD and 
certain specifications, and then export the file back to users.  

Storing all of the information from the PDB is not feasibly 
possible within a mobile application, which is why using a server 
is necessary for this project.  

3.3. Live Annotations 
Creating a system for live annotations within the scene during a 
visualization session was a goal of ours from the beginning; a way 
for the viewer to mark up the scene in order to help their 
comprehension and maybe help them teach a concept to other 
viewers. For now, we have implemented a “graffiti style” method 
of annotating the scene in real time. Essentially, when users press 
a button on the screen, a wall pops up behind the structure and 
allows the user to draw and write on it, acting as a worksheet of 
sorts.. In order to do this, we had help from Rodrigo Fernandez 
who allowed us to work using ideas and modified code from his 
project Texture Painter which can be found in the Unity 3D asset 

store [3]. Figure 2 shows a method of graffiti style annotation 
which could be implemented into the scene.  

Figure 2: structure of human PCNA with a palette for graffiti 
style annotations behind it in Unity 3D. 

Figure 3: User has the application open in order to visualize a 
human PCNA structure using the ball and stick visualization 
technique. 
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4. Application 
The applications for a project like this are vast and relatively 
unlimited; when we have the ability to control what digital content 
we are placing in physical and temporal registration with our real 
world, there is a great deal of versatility.  

What we have created is a mobile application that we see as 
helpful for classroom use, lab use, and other scholarly settings. 
Our motivation for creating such an application was noticing how 
limited textbooks and worksheets are when teaching chemistry 
and biology. Learning about three dimensional structures by 
looking at them in two dimensional representation simply is not 
good enough. What we are doing is giving users the ability to 
manipulate and visualize structures from any angle with no more 
than a sheet of paper and their smartphone or tablet. It can be seen 
in Figure 2 that users working with this application will see 
through the lens of a camera on a tablet or smartphone as their 
looking glass into the augmented reality world that we have 
created.  

In a lab, scientists often must communicate information with one 
another, and it is senseless to assume that each and every person 
they are working with understands exactly what they mean when 
trying to communicate certain information about certain 
molecular structures. With our application, scientists can more 
easily demonstrate concepts by being given the ability to show 
what they are working with more precisely, and being able to 
choose representation style, coloring style, etc. to better highlight 
certain structures or sections of a structure.  

Finally, we can say with confidence that readers of scientific 
articles and papers are often bombarded with heavy text as the 
only means of information with intermittent pictures scattered 
throughout the page. Our application would allow users to insert 
pictures into scientific papers that could be used to display 
information in augmented reality without compromising the 
written content of the paper. This would offer a more rounded 
perspective to information given in a certain paper or article.  

5. Conclusion 
We were able to create an innovative application for Android and 
iOS platforms which allows users to visualize structures of 
molecules which are typically only seen in 2D representations on 
paper in a 3D space. Our project allows for students and scientists 
to interact with their work in a way that can foster a greater 
understanding and sense of comprehension because it is, by 
nature, more wholesome to our senses. Seeing things from 
multiple perspectives and multiple representation styles while not 
being limited to how many physical balls or sticks a classroom 
has to build a structure is endlessly helpful. 

6. Future Work  
We are continuing to work on this project, and our goal is to 
familiarize people with augmented reality and allow people to 
simultaneously enjoy elements of the physical and virtual worlds 
without shutting out exposure to one or the other at any given 
time. Viewing digital content and seeing the world around should 
not be mutually exclusive. We would like to continue to add 
learning modules into the application which can help people learn 
scientific concepts and complete tutorials by visualizing 
scientifically curated structures and reactions using our 
applications and augmented reality. We will also continue to add 
features such as expanding our pool of curated structures and 
working with scientists and teachers to assess what needs we can 
work to fulfill in the scientific community. We would like to 
create tutorials where people can learn through pre-designed 

lessons in addition to the freeform use of visualizing any PDB 
structure.  

7. Reflections 
The Blue Waters Student Internship Program created an 
environment where students learned about high performance 
computing, parallelization, and in general doing research at 
university level. Students were given the opportunity to sit in on 
seminars and educational sessions for learning about parallel 
computing and how to implement ideas from this type of 
computing into the research and problems that we are working on.  
This was a great experience that has molded the education and 
career path I am taking. As a result of this program, I have already 
begun taking more computer science courses and visualization 
courses at University of Illinois at Urbana-Champaign. This has 
helped me learn more about the basics of computing, and I build 
upon that more in my independent classes, and I can also tie in the 
information I have learned from this internship to do what I need 
to do. This internship has also inspired me to get involved with 
other departments on campus. I have presented some of my work 
from this internship at various talks, and as a result of that I have 
been asked to help with projects and lab studies around campus. I 
am currently participating in two projects where I am using 
programming and visualization skills enhanced by this internship.  
I plan to do more research at the graduate level as well. I plan to 
get my PhD in Informatics or Computer Science, so this 
internship has definitely had a great influence on me. I now 
understand how important research is, and I do think that I can 
make an impact on the scientific community throughout my years 
of graduate school as I continue to learn and grow more, and 
participate in more great programs like the Blue Waters Student 
Internship Program.  
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