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Introduction to Volume 16, Issue 1
David Joiner, Editor

Kean University
djoiner@kean.edu

This issue of the Journal of Computational Science Education high-
lights contributions from the Best Practices in High Performance
Computing Training and Education (BPHTE) workshop at SC24.
The BPHTE 2024 program demonstrates significant growth in com-
putational science education, expanding both its scope and scale.
The selected papers showcase a wide range of advancements in
high-performance computing (HPC) education, workforce develop-
ment, and training methodologies for researchers, educators, and
students.

The featured articles in this issue include:
(1) Barrios et al. discuss strategies for integrating diverse stake-

holders into HPC ecosystems through transdisciplinary col-
laboration and curriculum development.

(2) Mehringer et al. present updates on the HPC-ED project,
a community-driven CyberTraining catalog designed to im-
prove resource discovery and sharing.

(3) Filinger et al. present a new approach to structuring learn-
ing pathways for HPC education, capturing training needs
and progression.

(4) Purwanto et al. describe T3-CIDERS, a train-the-trainer
program focused on cybersecurity research and HPC-based
cyberinfrastructure training.

(5) Suleman et al. analyze the usability of HPC services at
the University of Cincinnati, emphasizing accessibility and
workforce development.

(6) García Mesa and Speyer explore institutional strategies for
supporting large language models (LLMs) in research and
education.

(7) Reid et al. provide updates on HPC Carpentry and its for-
malization as an official Carpentries lesson program.

(8) Wang and Ponce introduce a modular, hands-on approach
to teaching computer networking through captive portal
technologies.

(9) Johnston et al. document the evolution of a student-led
HPC Special Interest Group (SIG) and its impact on training
and Student Cluster Competition success.

(10) Finch et al. describe a computational skills training program
for undergraduate researchers in molecular engineering, fo-
cusing on Python, HPC, and machine learning.

(11) Tsoukalas presents an automated batch scheduler feedback
system for HPC users, providing real-time job monitoring
and performance optimization.

These contributions reflect the dynamic and evolving landscape
of HPC education, addressing both technical skill development and
the broader challenges of training and engagement within the HPC
community.

We encourage you to submit your work to the Journal of Compu-
tational Science Education. Computational science education con-
tinues to play a critical role in equipping students and professionals 
with the skills needed to tackle complex scientific and engineering 
problems. Whether you are developing new instructional materials, 
evaluating educational initiatives, or exploring innovative teaching 
methodologies, your contributions can help advance the field. We 
also encourage submissions from students describing their expe-
rience and results implementing computational science solutions. 
Student submissions should include reflections from the student 
and mentor on how those problems could be replicated for student 
training.

Additionally, if you have expertise in computational science 
education, consider volunteering as a reviewer to support our peer 
review process. Together, we can strengthen the HPC education 
community and foster new opportunities for learning and discovery.

Sincerely, Dave Joiner
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ABSTRACT
Interest in High-Performance Computing (HPC) has surged, driven
by the demand for skills to utilize advanced computing methods.
These methods include managing vast amounts of data, implement-
ing complex algorithms, and developing Artificial Intelligence (AI)
applications. HPC ecosystems play a crucial role in tackling in-
tricate scientific and engineering problems. However, integrating
various stakeholders demands a deep understanding of collabora-
tion and innovation within HPC settings. This proposal explores
how different stakeholders—from students across diverse fields to
scientists and policymakers—have been integrated at various levels.
This integration is facilitated by introducing new formal courses, in-
corporating relevant topics into existing curricula, and other related
activities.

KEYWORDS
Education, HPC, Training, Best Practices

1 INTRODUCTION
The enhancement of High Performance Computing (HPC) skills is
vital for multiple professional sectors, extending beyond advanced
scientific and technological domains to encompass a diverse array
of fields and applications. With the ongoing expansion of artificial
intelligence (AI) applications, acquiring knowledge and competen-
cies in parallel computing across various levels and disciplines is
imperative, whilst promoting interactivity among them to enhance
conception, development, and utilization. Institutions and commu-
nities pursue various initiatives 1 and recommendations tailored
to specialized communities and interest groups 2, involving indi-
viduals in transformative experiences focused in implementations
addressed to build knowledge or innovations [1, 3].

These individuals can be categorized in several ways, primar-
ily as participants interacting with High-Performance Computing
(HPC) resources and possessing distinct requirements [12]. They
may be classified into three distinct groups: HPC system engineers,

1For example, the HPC Forum https://www.hpcuserforum.com/
2Such as the HPC Certification Forum https://www.hpc-certification.org/, and the
Education Chapter on ACM Special Interest Group in HPC https://sighpceducation.
hosting.acm.org/
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who integrate, monitor, tune, optimize, and evaluate the perfor-
mance of HPC hardware and software; these professionals are also
referred to as DevOps professionals [2]. The second group consists
of HPC software engineers, who are responsible for developing par-
allel programs, debugging and analyzing application performance,
and optimizing HPC software cycles. The third group encompasses
computer scientists, who, while classified as users, require spe-
cialized skills for HPC, such as coding, executing, and efficiently
deploying parallel programs. These three groups engage in contin-
uous interaction and are required to share common knowledge. It
is pertinent to note, however, that these categories are not uniform
development spaces; rather, they can vary in depth based on indi-
vidual interests and levels of interaction. On the other hand, it is
important to understand that the actors are not isolated but are in
constant interaction and that these actors, at their base, can be part
of other disciplines (and not only at the user level), which implies
transdisciplinarity and interdisciplinarity [4, 7].

This proposal outlines an experience centered on integrating
actors within the HPC ecosystem, considering various factors: inter-
action spaces, transdisciplinary and interdisciplinary approaches,
competency levels, and knowledge depth. Over more than a decade,
this experience has been gathered through diverse activities, in-
cluding the Supercomputing and Distributed Systems Camping
School (SCCAMP) 3, specialized certifications with the technology
industry, mainly conducting workshops and seminars with NVIDIA
under the NVIDIA Deep Learning Institute4 and formal courses and
certification training at Universidad Industrial de Santander (from
the Spanish acronym UIS, Universidad Industrial de Santander)
5, facilitated by the High Performance and Scientific Computing
Center (SC3UIS, from the Spanish acronym of Supercomputación
y Cálculo Científico de la Universidad Industrial de Santander)6.
This effort has led to the identification and development of effective
practices in training ecosystem participants, significantly impacting
the advancement of computing in both the academic sector and
related communities.

2 APPLYING KEY CONCEPTS
In our proposal, we outlined two significant concepts: transdisci-
plinarity and interdisciplinarity. Transdisciplinarity encompasses
integrating knowledge from various fields and stakeholders, un-
derscoring the importance of collaboration in addressing complex
issues. Within High-Performance Computing (HPC), this approach
involves computational scientists, domain experts, and end-users.

3More about SCCAMP in https://www.sc-camp.org
4More information about NVIDIA DLI in https://www.nvidia.com/en-us/training/
5For more information about the UIS: https://www.uis.edu.co
6More information about SC3UIS in: http://www.sc3.uis.edu.co
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Interdisciplinarity, conversely, merges knowledge from diverse dis-
ciplines to tackle specific problems, fostering collaboration to de-
velop innovative computational techniques and applications within
HPC ecosystems. We wish to emphasize the critical significance
of interactions both within and across disciplines, as previously
explained, which transcends a mere multidisciplinary approach.
Consequently, interactions are paramount, as this article will elab-
orate on.

2.1 Implementing Transdiciplinarity
In order to implement transdisciplinarity, as defined in the preced-
ing discussion, the establishment of specialized courses tailored to
distinct groups of undergraduate and graduate programs was pro-
posed. Initially, we developed the following undergraduate courses:
High Performance and Scientific Computing, which is available
to all disciplines; Introduction to Parallel Computing, designed
specifically for students in the Systems and Informatics Engineer-
ing program; and a high-performance computing course that was
first offered to postgraduate students of the university’s School
of Systems Engineering and Computer Science. After a period of
three years, this course was subsequently made available to all post-
graduate programs at the university, including both master’s and
doctoral courses. The courses commence simultaneously, and while
there are dedicated sessions for each course, they also incorporate
shared challenges and activities to ensure interaction and foster a
unified perspective on complex problems across diverse disciplines
and levels.

The different activities carried out during these years have been
diverse: for example, a collaborative mid-course project developed
in specific sessions with students from the (3) different courses to
address an evaluated challenge in distributedmemory programming
with MPI, or the final project of the course, developed in slightly
larger teams including students of different levels.

Over time, we identified consequential aspects to implement
this transdisciplinarity: inclusion of different actors (not necessar-
ily direct actors of the programs in science and engineering of
the University or the academic community), collaborative learning
environments (i.e., platforms or collaborative fun activities) [11],
vision on transformation knowledge and a systemic approach [5].
With these aspects, the courses were evolving towards popular-
ization activities in which the students participated: for example,
hackathons, activities framed within science and technology festi-
vals with the participation of high school students or inhabitants
of the neighborhoods surrounding the university, and students of
human and health sciences disciplines.

Figure 1 shows the participants in different activities: on the top
left, microbiology students in the data analytics course with R; on
the bottom left, participants in the smart vehicle challenge based on
NVIDIA Jetson; and on the right, children from the supercomputing
nursery in schools and neighborhoods surrounding the university.

The transdisciplinary initiative fostered a strong interdisciplinar-
ity. In the next section, we will outline how this prompted the
creation of specialized courses for postgraduate students. These
courses focus on managing large-scale data within microbiology
and bioinformatics, utilizing parallel processing. Additionally, we

Figure 1: Participants in transdisciplinary activities

will discuss proposed courses in physics and chemical engineering,
as well as developments in digital humanities [9].

2.2 Developing Interdisciplinarity
In our approach, interdisciplinarity refers to an educational strategy
that integrates insights and methods from multiple disciplines to
address complex problems or questions that a single field cannot
adequately solve. This approach is increasingly recognized as es-
sential in academic research and practical applications, as it allows
for a more comprehensive understanding of nuanced issues.

Clearly, in the academic university environment, there is more
familiarity with interdisciplinarity, and that is why we develop it
further in this section. Although there are clearly aspects that can
be considered equally transdisciplinary, the focus given allows us
to identify the important activities and characteristics:

• Complex Problem Solving: many challenges require inter-
disciplinary research and actions to synthesize knowledge
from various fields. For this reason, different specific courses
and seminars were created addressed to specific domains. In
the case of the computer science students (undergraduate or
postgraduate), their technical skills were directed towards
understanding specific scientific formalisms for different
areas of interest (in physics, for example, with quantum
computing).

• Innovate Solutions: by merging traditional educational no-
tions, interdisciplinary work can lead to innovative solutions
that are more effective than those derived from a single dis-
cipline. This is particularly relevant in business careers and
humanities. And for the creation of entrepreneurial spirits
in students.

• Cognitive Development: interdisciplinary instruction en-
hances cognitive abilities by encouraging them to integrate
concepts from different disciplines. This fosters skills such
as perspective-taking, which is crucial for understanding
diverse viewpoints and approaches to problem-solving. This
aspect is closely related to the resolution of complex prob-
lems.
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• Multidisciplinary Approach: this aspect involves the integra-
tion and collaboration of knowledge, skills, and methodolo-
gies from multiple academic disciplines. In the university, it
is particularly valuable to improve soft skills such as com-
munication and the growth of deep scientific knowledge.

• Adaptative Knowledge: The adaptive knowledge manage-
ment process systematically and intentionally collects and
selects information and connects it to the right people at
the right time to increase the likelihood that students, re-
searchers or decision-makers see, understand, and use the
knowledge [6]. This is an essential pillar for multi-level trans-
disciplinary activities.

• Collaborative Skills: To achieve collaboration, for example,
it is necessary to establish a common language, given by
good practices, aspects related to paradigms in programming
languages, and, of course, modeling and simulation (as well
as systemic approaches).

Several strategies may be utilized to identify these characteristics.
For instance, phased integration—a structured methodology for in-
terdisciplinary research—can encompass phases such as comparing
disciplines, comprehending their methodologies, and engaging in
cross-disciplinary thinking. This approach fosters the establishment
of a cohesive framework for assimilating diverse insights. Conse-
quently, it facilitated the development and design of the curriculum.
The educational programs at our university ought to be structured
to promote collaboration among various disciplines. This may in-
volve the creation of modules that necessitate students to leverage
knowledge from multiple fields in order to address real-world chal-
lenges. In light of this, the topics covered in formal courses within
the domains of science and engineering include, but are not re-
stricted to, the utilization of tools and techniques that incorporate
high-performance computing support, thereby enriching the entire
ecosystem. Such was the case in courses such as Fluid Dynamics
for Mechanical Engineering, Numerical Methods in Engineering,
Computer Architecture for Computer Science, and Data Analytics
for Human Sciences.

The table 1 below illustrates examples of different topics and
subjects in courses related to specific degrees at UIS, at both un-
dergraduate and postgraduate levels. In the first column, example
topics shared across various courses are listed in the second column,
alongside their corresponding academic programs in the third col-
umn. For instance, the topic of Parallel Programming Paradigms ap-
pears in two courses with different focuses: Parallel Programming,
which is available for all degrees (including both undergraduate
and graduate), and Parallel Computing, offered only for the under-
graduate program in Systems Engineering (Sys. Eng.). Within this
topic, we explore shared memory programming (using OpenMP),
distributed memory programming (with MPI), and hybrid program-
ming with directives (such as OpenACC or CUDA). Regarding the
second topic, Parallel and Distributed Computation, we find that it
is taught in Numerical Analysis for the Sys. Eng. program, as well
as in Numerical Methods in Chemical Engineering (Chem. Eng.)
and Fluid Dynamics in Mechanical Engineering. Another intrigu-
ing topic worth noting involves GPGPUs, which is covered in both
postgraduate and undergraduate courses, such as Computer Archi-
tecture and Parallel Computing for Sys. Eng., HPC for the MSc. in

Computer Science (C.S.), and Advanced Computing Architecture
for the MSc. in Electronic Engineering.

Table 1: Topics, Courses and Involved Programs

Topics Course Career
Parallel Programming Parallel Programming All

Paradigms Parallel Computing Sys. Eng.
Parallel Numerical Analysis Sys. Eng.

and Distributed Numerical Methods Chem. Eng.
Computation Fluid Dynamics Mec. Eng.
Data Reduction Data Analytics Biology
and Visualization Computing Tools Social Work

Data Analysis Medicine
Debugging, Algorithms and HPC Physics
Profiling, Parallel Computing Sys. Eng.

and Monitoring Parallel Programming All
Data Analytics Biology

GPGPUs Computer Architecture Sys. Eng.
Systems Parallel Computing Sys. Eng.

HPC MSc. in
C. S.

Advanced Computer MSc. in
Architecture Electronic

Enginnering

These courses are integrated, featuring a collaboration between
professors and engineers from SC3UIS. In all instances, specific ac-
tivities and sessions—both theoretical and practical—are conducted
with participants from various courses, disciplines, and study levels.
This approach fosters a unified language and coordinated efforts
among the diverse participants7.

However, implementing transdisciplinary and interdisciplinary
approaches can be complex due to critical challenges: Coordina-
tion and Collaboration through the different programs require sig-
nificant coordination among diverse professors and stakeholders,
which can be time-consuming and resource-intensive. Institutional
Support, acquiring buy-in from the administration, and securing
funding for interdisciplinary and transdisciplinary initiatives can
be complex. Skill Development can also be complex because the par-
ties need to develop leadership and cooperation skills to navigate
the collaborative nature of interdisciplinary and transdisciplinary
work.

3 INTEGRATING ACTORS IN HPC
ECOSYSTEMS

Dynamic exchanges exist between different actors within the HPC
ecosystem. Effective interaction fosters communication, knowl-
edge sharing, and collaborative problem-solving. It is essential for
building trust and understanding among stakeholders, which is cru-
cial for successfully integrating and implementing HPC solutions.
By uniting diverse perspectives through transdisciplinary and in-
terdisciplinary approaches, HPC ecosystems can tackle complex
7The courses developed, and the associated material can be consulted (mainly in
Spanish originally) at: https://wiki.sc3.uis.edu.co/
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problems more effectively. This integration allows for exploring
innovative solutions that may not emerge within isolated disci-
plines and enhanced problem-solving. Figure 2 shows the different
elements impacted by each one of the roles in the HPC environment
in levels, from infrastructure to applications.

Figure 2: HPC Roles in the HPC Environment.

Figure 2 presents three primary actors in advanced computing
projects: HPC technology and operations engineers, HPC software
developers, and HPC scientists. These groups continually interact
to meet their objectives and ensure the effective deployment and
performance of applications in these initiatives. Additionally, spe-
cific skills are necessary for engaging with various components of
an HPC system. For example, the scientific end user, who relies on
the HPC environment for research support, customizes application
usage and ensures accurate execution and deployment. In contrast,
the developer establishes development and image deployment envi-
ronments for scientists while facilitating communication with both
users and DevOps actors. Furthermore, the administrator (DevOps),
as depicted in the figure, offers operational support directly from
the architecture figure 2, the integrating element is monitoring and
performance evaluation.

Collaborative actions can lead to a more efficient use of resources,
including computational power, funding, and human expertise. By
pooling resources and knowledge, actors can achieve more sig-
nificant outcomes than they could individually. This pooling can
be considered resource optimization. Furthermore, collaboration
among various stakeholders can stimulate innovation and transfer
technology from research to practical applications. This is partic-
ularly important in HPC, where advancements in computational
methods can significantly impact various industries.

Integrating actors from diverse backgrounds helps build capac-
ity within the HPC ecosystem. It enhances participants’ skills and
competencies, preparing them to address future challenges collabo-
ratively. Transdisciplinary approaches ensure that HPC research
effectively addresses societal needs and challenges. By involving
community stakeholders, researchers can align their work with
real-world issues, enhancing the relevance and impact of their find-
ings.

For example, in courses developed for undergraduate and grad-
uate students in areas other than computer science, emphasis is
placed on the proper use of resources and appropriate interaction
with developers and administrators [5]. In computer science courses

that involve implementing development and execution environ-
ments and/or supporting platforms aimed at end users, the need
for interaction is raised to understand requirements and ensure
customization and good performance, for example, by following
good practices for monitoring and analyzing the performance of
HPC environments.

Monitoring and observing the status of both high-level code and
low-level processes allows, for example, identifying faults, efficient
execution environments, load balancing, and time management
without affecting accuracy. On the other hand, from this interaction,
new common areas of research have been developed, thinking
about sustainability: observing, for example, software quality, useful
lifetime, energy efficiency, learning curves, and even, very recently,
frugality[10].

On the other hand, training courses have been created that can
be considered as specific modules of the different formal courses,
for example, using the training given by NVIDIA within the aca-
demic programs of the NVIDIA DLI (or now via academy NVIDIA
Academy programs. Likewise, activities within Summer schools
we have hosted on campus or co-organized with our university in
different years or even in specific tutorials.

The interaction between different courses, students, and levels
has allowed the recognition of various actors and their roles and
competencies and the development of shared spaces around good
practices, as will be discussed in the following section. This gener-
ates challenges and allows the implementation of diverse strategies
according to the interests and skills sought, searching integration.

4 CHALLENGES AND STRATEGIES
Academic disciplines are characterized by distinct cultures, termi-
nologies, and methodologies, which impede effective communica-
tion and collaboration. Surmounting these differences necessitates
deliberate efforts to cultivate mutual understanding. To transcend
traditional barriers, incentives for cooperation must be aligned with
interdisciplinary objectives.

Managing interactions among diverse actors can be complex
and is a significant challenge. It requires effective coordination
and leadership. Establishing clear communication channels and
collaborative frameworks is essential for successful integration and
credibility. For better or worse, the academic community is hier-
archical and intellectually elitist, where authority in knowledge is
necessary. Inclusion is another crucial challenge, as the technology
community continues to be very uninclusive, not only in terms of
gender but also in terms of culture and nationality.

Ultimately, we recognize the significance of sustainability within
collaborative initiatives is duly acknowledged. The challenge of
ensuring the resilience of collaborative efforts can be substantial.
Continuous engagement and steadfast commitment from all stake-
holders are imperative for sustaining momentum and realizing
long-term objectives. This notion of sustainability encompasses not
only ecological aims but also the advancement and well-being of
humanity. Effective collaboration necessitates equity, integration
of policies, and partnerships with industry players across various
strata, including large corporations and local communities, as well
as an array of expertise and resources. While collaboration presents
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considerable advantages, it also introduces certain challenges, in-
cluding coordinating diverse stakeholders, managing conflicts, and
securing enduring commitments. Collaborative initiatives remain
one of themost efficacious approaches to addressing the intertwined
challenges of sustainability (In contexts of emerging economies,
where culture, production and technological development are in-
volved, collaborative practices strengthen sustainability [8].

Given these challenges and the nature of the training activity,
the student is placed in an environment tailored to their interests,
needs, and motivations. Figure 3 shows the developmental spaces.

Figure 3: Skills Development Spaces. The three main actors
are represented by icons clockwise from the top left: HPCRSE,
HPCUSE, and HPCTOE.

The designated spaces are systematically structured around spe-
cific competencies, as shown in Figure 3, incorporating a shared lex-
icon and methodologies that foster enhanced communication and
collaboration among all participants, irrespective of their experi-
ence levels, while cultivating trust in the instructors. Depending on
the activities undertaken, various technical proficiencies and team-
work capabilities can be advanced within this ecosystem, whether
through formal educational courses or specialized university pro-
grams. For individuals engaged in scientific disciplines or students
from fields beyond computer science, we recommend courses con-
centrating on parallel programming paradigms and tools for task
execution. For software developers, the curriculum underscores the
utilization of frameworks, development environments, debugging
techniques, and profiling methodologies. In DevOps, the courses
provide an in-depth exploration of system architecture, support for
high-performance computing execution, monitoring practices, and
collaborative interactions.

5 CONCLUSION
Integrating a diverse range of participantswithinHigh-Performance
Computing (HPC) ecosystems is crucial, fostering the synthesis
of varied motivations through the principles of transdisciplinarity,
interdisciplinarity, and collaboration. This integration is vital for
effectively addressing complex challenges. HPC initiatives have
the potential to enhance problem-solving capabilities, optimize re-
source utilization, and stimulate innovation by encouraging collab-
oration among a diverse group of stakeholders. Similarly, HPC—and
generally any computational or technological training—requires
establishing positions around sustainability and its impact on indi-
viduals and society. However, to realize the full potential of such
collaborative efforts, it is essential to overcome cultural, institu-
tional, and coordination challenges. A more cohesive and impactful
HPC ecosystem can be created by underscoring the importance of
collaboration and shared objectives.
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ABSTRACT
HPC-ED is working to improve discovery and sharing of Cyber-
Training resources through the combination of the HPC-ED Cy-
berTraining Catalog, an effective and flexible interface, thoughtful
metadata design, and active community participation. HPC-ED
encourages authors to share training resource information while
retaining ownership and allows organizations to enrich their local
portals with shared materials. By basing the architecture on an
established, flexible framework, HPC-ED can provide a range of
solutions people and organizations can employ for sharing and
discovering materials.

In this paper we describe the initial pilot phase of the project,
where we prototyped the HPC-ED catalog, established an initial
metadata set, provided documentation, and began using the system
to share and discover materials. We gathered community feedback
through a variety of means, and are now planning an implemen-
tation phase based on evolving our architecture and tools to meet
community needs and feedback through improved interfaces and
tools designed to address a range of preferences.

KEYWORDS
Education, Training, Community Engagement, HPC, Cyberinfras-
tructure, Metadata, Globus
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1 INTRODUCTION
A wealth of CyberTraining material exists, but locating appropriate
resources can be challenging. HPC-ED’s primary goal is to improve
discovery and sharing of CyberTraining resources through the HPC-
ED CyberTraining Catalog, an effective and flexible interface, and
active community participation. HPC-ED enables training mate-
rial owners to share metadata describing their resources, allows
organizations to enrich their local portals with shared materials,
and provides individuals with the ability to share and discover
training resources. The catalog is based on Globus Search [6], an
established, flexible framework; this allows HPC-ED to provide a
range of solutions people and organizations can employ.

During the initial stage of the project, we prototyped theHPC-ED
catalog, developed a set of basic metadata [15], provided instruc-
tions for sharing and discovering materials, and began populating
the catalog using different sources. We gathered community feed-
back through surveys, presentations, tutorials, and hackathons,
explored collaborations and engaged with projects interested in
utilizing the catalog. Currently, the project is evolving to address
community needs and feedback; we are adapting interfaces and
building tools to address a range of preferences, including down-
loading filtered search results and using Jupyter Notebooks to share
resources. Details of the pilot project can be found in [30].

Building on recent improvements, our immediate goals are to
implement an improved approach for hosting the HPC-ED catalog
in production mode, expand its user base, and continue to improve
tools and interfaces, such as integrating Large Language Models
(LLMs) to generate relevant and contextually appropriate metadata
and content and supporting a new approach to share material meta-
data (see Section 3). By implementing a federated catalog with a
robust interface, HPC-ED can broaden the reach of training materi-
als, increase their usage, and expand local learning resources.
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Figure 1: Pilot project architecture: Key features include:
materials remain in original location; only metadata de-
scribing the materials are stored; individuals or smaller
organizations can share their materials more broadly.

Figure 2: Implementation project architecture: key
change is a decentralized pull model with indirect inter-
action with the HPC-ED catalog, providing improved se-
curity, quality checks, and enabling tool development.

2 PILOT: PROOF OF CONCEPT
The pilot project and results are highlighted in this section. Details
about the project can be found on the project web page [14] and
additional progress and results can be found in a recent paper [30].

2.1 Architecture
The pilot project architecture is designed to enable CyberTraining
material sharing and discovery. The community currently relies
on finding resources on local training catalogs and discovery por-
tals hosted at larger research or commercial organizations, or by
using internet search engines. The HPC-ED Pilot architecture (see
Figure 1) leverages and builds on the strengths and flexibility of
organization-specific training catalogs and portals while enabling
individuals to share their materials and discover training materials
from all HPC-ED catalog participants.

An overview of the process as implemented in the pilot project is
presented in Figure 1. Key features of this architecture are that mate-
rials remain in their original location; only metadata describing the
materials are stored in the HPC-ED catalog; individuals or smaller
organizations can share their materials more broadly; thoughtful
metadata design results in more appropriate search results; and the
robust software base used is stable and provides excellent flexibility
for mid-level tools.

Using Globus Search commands, materials can be shared or dis-
covered. Sharing materials is done by compiling HPC-ED specified
metadata in JSON (JavaScript Object Notation [17]) format and
sharing it with the HPC-ED catalog. Sharing to the pilot catalog
requires authorized credentials, which are issued by the HPC-ED
project. Searching the catalog is done by issuing a Globus Search
command or by using any web portal that is populated with catalog
materials. Authorization credentials are not needed to search public
HPC-ED catalogs. Sharing and discovery is described in detail on
the project wiki page. [16]

2.2 HPC-ED Pilot Metadata
The HPC-ED project is committed to ensuring that the digital ob-
jects stored in the repository are findable and reusable. This is
accomplished by following the Findable, Accessible, Interopera-
ble and Reusable (FAIR) principles, [5]. The HPC-ED Pilot project
website describes the metadata that is being used for an initial
demonstration of capability. [15] We discuss our implementation
plans in Section 5.2. This includes custommetadata and existing sets
including: Metadata required by the Globus search, the Research
Data Alliance (RDA) ontology for recommended minimal metadata
set for training materials [12], the set of HPC-ED metadata, and the
Dublin Core Learning Resource Type. [3]

HPC-ED uses Globus search tools, which require a JSON for-
matted document that is used to share information on resources
and events to the HPC-ED catalog. [6] Details on the fields in the
JSON document can be found in the HPC-ED Metadata Description
and the Globus Search Overview. Currently there are 9 required
metadata fields and 12 optional fields, including Title, Description,
Authors, Publisher, Type, Language, Cost, Format, License, Target
Group, Expertise Level, Certification details, and very importantly,
Persistent Identifiers, Tags, or Keywords. One optional field is "key-
words," which can be used to add additional search metadata.

A challenge for the repository lies in the area of searching and
discovery, especially when the number of objects is large. The
metadata and keywords used by the HPC-ED project will be used
to create an HPC training materials taxonomy, knowledge graph,
and eventually an ontology. This data will be used to support a
variety of clients to share and discover materials. These can be used
to create an LLM for discovering training materials.

2.3 Communication and Community
To facilitate effective communication and participation in the com-
munity, a dedicated website and wiki were established as part of
the project. The website provides a comprehensive overview of
the project, including details of recent and upcoming events. The
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wiki serves as a repository for procedural documentation, which
is regularly updated to ensure clarity and accessibility, featuring
resources such as a quick start guide.

In addition to these resources, a Slack channel and an ACCESS
affinity group were created to offer support to users testing the new
tools. Regular emails have been distributed throughout the project
year to keep mailing list subscribers informed of new developments,
features, and future events. An informational session was held in
April for people interested in utilizing the publication and sharing
tools. During this session, processes were reviewed and feedback
was sought. For those unable to attend, the sessionwas recorded and
made available on the project website to ensure broad accessibility.

Project documentation is provided on the HPC-ED web site [14]
which includes a project overview, community activities, events,
and contact information. Technical documentation for sharing and
discovering HPC-ED catalog materials are available on the HPC-ED
wiki pages [16]. The wiki includes a process overview, a full de-
scription of the required and optional metadata, along with detailed
and quick start documents on how to share and discover materials.
The recording of an early tester online event is available online
[13].

HPC-ED is seeing growing interest in engagement from people
and organizations, and coordination with projects as a result of
meetings, presentations, and hackathons 5.1. Recent presentations
include Practice and Experience in Advanced Research Computing
2024: Human Powered Computing [30], Assessing Shared Material
Usage in the High Performance Computing (HPC) Education and
Training Community [19], The HPC Federated Learning Catalog [18],
and Scaling HPC Education [20]. In addition, a tutorial Publishing
and Discovering CyberTraining Materials Across the HPC and CI
Research Communities [21] was held at PEARC24 [24].

With our objectives for the pilot project successfully testing
the concept met, effort has begun on initiating an action plan for
implementation.

3 IMPLEMENTATION: IMPROVING
USABILITY AND SCALING

The HPC-ED implementation plan includes a decentralized architec-
ture that retains flexibility and adds security with the integration of
several new features: implementing a distributed model for sharing
of data by contributing partners, adding security by controlling
which partner data is added to the catalog, validating and vetting
partner and shared metadata, developing different sharing and dis-
covery approaches for different types of partner capabilities, and
engaging in collaborations to develop new tools and build commu-
nity. These new features are described the sections below.

3.1 Architecture
We are shifting to a new architecture, as shown in Figure 2, that
will be more flexible, secure, and easier to use. The primary change
is that rather than giving all community members direct access to
share resource metadata with the HPC-ED catalog, we are shifting
to a decentralized pull model where contributors will not directly
share metadata with the HPC-ED catalog. Instead, the relevant data
will be pulled from local catalogs to the HPC-ED catalog. When the
data is pulled, identity information will be added, and quality checks

will be conducted. In addition, only the data that is necessary for the
HPC-ED catalog will be pulled. This change has many advantages:
the community member does not need to obtain a provider ID or
create unique subject tags as they will be automatically created by
the pull software, the community member can choose the automatic
sharing interval (e.g. daily, weekly, or monthly), and each person or
site can choose the method that best suits their needs. By removing
the ability to share directly with the catalog, the project benefits
from an interim step that allows security and quality checks to be
applied.

This architectural shift enables a variety of sharing and discovery
options, such as those described in the following sections.

3.2 Sharing Training Material from Local
Catalogs

The new HPC-ED architecture supports a decentralized data col-
lection system (see Figure 3). The HPC-ED architecture supports
the creation of local catalogs created by different organizations
and projects. When registered, the system will identify relevant
contributions, and then will pull, inspect and validate the mate-
rial. Examples of different contribution mechanisms are described
below.

For organizations with multiple resources to share, but choose
not to maintain a local catalog, the system can accept shared ma-
terials from a variety of document formats. A few examples are
provided below.

3.2.1 Spreadsheets: A spreadsheet template is provided that
includes dropdown selections, help tabs, and common values, all
intended to simplify choosing appropriate metadata to describe
the shared materials. The spreadsheet can either be shared once
by email to the project email address, or, if shared with the project
via a google spreadsheet, it would be used to update the shared
material at the selected periodicity. This method also simplifies the
process by removing the requirement to provide a provider ID and
unique subject fields.

3.2.2 Simple Text Files. The system architecture can accept mul-
tiple file formats, including a text file. In this example, we use
"key=value" pairs based on the HPC-ED required metadata. A snip-
pet of the code is shown in Figure 4.

3.3 Discovery Clients
The federated catalog has a search API that is client agnostic. [15]
Currently the search query returns the JSON formatted metadata
information. Other query mechanisms will be created as part of the
implementation phase of the project.

3.3.1 Download search results to a web page. A simple method
to incorporate select materials from the catalog into a local web site
is to download those results directly to an html file. This method
has been implemented on the development portal [23]. After using
the filters available on the portal to find the desired materials, a
button on the page shares a downloaded web page with the results
that can be incorporated into a local web site.

3.3.2 AWebApplication to DiscoverMaterials from a Local Portal.
A collaborative effort is underway to provide a web application
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Figure 3: Diagram demonstrates how resource ma-
terial is pulled from remote catalogs based on vali-
dation criteria and permissions.

Figure 4: Example showing the SDSC TrainingMaterials text file
used to share materials, consisting of KEY=VALUE pairs, where
KEY is based on the HPC-ED metadata. [15]

that can be used on any local site to let visitors search the HPC-ED
catalog without leaving their local community portal. This would
be available to download from GitHub in the form of an iframe
plug-in.

3.3.3 Training Materials Web Page. The discovery example in
Figure 5 shows the SDSC Training Materials client (Webhost) dis-
covering relevant metadata stored in the catalog (via a python
script titled "intvid.py") to display training material to the different
clients. The diagram shows the specific case of retrieving videos
from YouTube [25] based on video url information contained in the
federated catalog.

4 COLLABORATIONS
The collaborative efforts of multiple organizations have contributed
significantly to the advancement of this project. ACCESS Support
and ACCESS Operations have played a crucial role in metadata
development and hosting a pilot catalog search portal. Future plans
include the integration of ACCESS training materials into the repos-
itory and the provision of our search tools to ACCESS users, includ-
ing a proposed NAIRR (nairr.org) training catalog collection. This
aligns with the project’s goal of enhancing metadata interoperabil-
ity and improving user discovery.

The ACM SIGHPC Education chapter has emerged as a valuable
partner for dissemination through its Education committee. This
collaboration facilitates the broader distribution of project resources
and findings within the high-performance computing education
community. Additionally, the Outreach committee is developing
a web application to integrate the repository into the chapter’s
website, which will enhance accessibility and user engagement.

These partnerships have been instrumental in addressing key
challenges in metadata management, including analyzing metadata
requirements, adopting appropriate schemas, and creating meta-
data content. The collaborations also support the project’s focus on

improving search functionality and providing web services, which
are essential for enhancing the discoverability and utility of digital
resources. We will continue to reach out through our website and
email updates and outreach opportunities to connect with the HPC
Education and Training Community and identify new collabora-
tions.

5 QUALITY ASSURANCE
Our quality assurance plan is focused on allowing for both human
collection and automated collection of quality assurance and review
information on catalog items. Defining quality variables in digital
libraries can contain a large number of dimensions [7, 31]. After
a review of different potential quality variables, we chose 4 items
that would help us to maintain a process easy enough for the end
user to encourage participation and enough data to help with the
overall goal of connecting end users to materials hosted by catalog
maintainers. These 4 items include 2 human contributed review
items, and 2 automated items.

For human contributed reviewmetadata, wewill focus onwhether
the end user found materials that were accurate and well crafted
(content correctness), and whether the search process helped the
user to find what they were looking for (search relevance). As our
goal is to provide a federated search across catalogs, our focus is
at the item level and not the collection level. Reviews will ask end
users two questions, with a Likert scale response (displayed as star
ratings) and an optional text exposition of the user’s answer. First,
“Did you find what you were looking for?” Second, “Howwould you
rate the quality of the materials you accessed?” Likert scale ratings
will allow for a no response option in cases where a response is not
applicable (A user who did not find what they were looking for, for
example, may not choose to follow up with a statement on material
quality.)
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Figure 5: Discovery example showing the SDSC Training Materials client discovering relevant metadata stored in
the catalog to display training material to the different clients. Diagram shows specific case of retrieving videos
from YouTube [25]

For automated review metadata, we will focus on availability
and accessibility, as measured by standard uptime measures which
can be checked periodically and ADA compliance, for which there
are multiple online tools available which have been used for studies
in educational settings (See for example [29]).

Review metadata will be stored in a single Globus collection
managed by the project, to ensure consistency of metadata format,
and to allow for one to many relations between items and reviews.
Reviewer identity will be managed and collected through the user’s
CI login, and stored by ORCID ID. For automated review metadata,
a list of datetime values for which the URI was checked along with
response will be stored, and ADA compliance will include metadata
on the datetime of each check, the compliance tool used, and the
result.

We will develop JavaScript based web applications that can be
embedded into both item pages and into search results.

5.1 Workshops/Hackathons
Hackathons have become valuable tools in high-performance com-
puting (HPC) education and training, providing an intensive, hands-
on environment for participants to engagewith real-world computa-
tional challenges. These events foster collaboration and innovation
by bringing together students, professionals, and researchers to
solve complex problems using HPC resources. Through hackathons,
participants not only deepen their technical skills in parallel com-
puting, data analysis, and algorithm optimization, but also develop
critical soft skills such as teamwork, problem-solving, and com-
munication. This immersive learning experience accelerates the
development of expertise in HPC, making it a highly effective model
for educational and training programs in the field.

A central repository of high-performance computing (HPC) train-
ing materials can significantly enhance the effectiveness and impact

of HPC hackathons. By providing participants with ready access
to comprehensive resources, such as tutorials, code libraries, case
studies, and best practices, the repository ensures that both novice
and experienced participants can quickly upskill and troubleshoot
during the event. This centralized resource hub allows teams to
focus on applying knowledge to real-world HPC challenges, rather
than spending time searching for learning materials. Furthermore,
the repository promotes consistency in training, helping hackathon
organizers standardize the educational experience and ensure that
participants have the foundational knowledge needed to maximize
their productivity and success during the hackathon.

Hackathons can play a pivotal role in improving the development
of high-performance computing (HPC) training materials by pro-
viding a real-world testing ground for educational content. During
these events, participants encounter various challenges and gaps
in their understanding, which can reveal shortcomings in existing
materials. This feedback from participants, especially in terms of
the resources they found most helpful or lacking, offers valuable
insights for refining and expanding training content. Additionally,
the collaborative and fast-paced nature of hackathons often leads to
the creation of new tools, workflows, and techniques, which can be
incorporated into future HPC training modules. The dynamic envi-
ronment of a hackathon thus fosters continuous improvement of
training resources, ensuring that they remain relevant and aligned
with the evolving needs of the HPC community.

As a means to grow the data contained in and the community
around the HPC-ED catalog, workshops, tutorials, and hackathons
have been held at multiple cyberinfrastructure-related events. The
events began with mini-workshops to engage with the community
in a fashion that both spurred conversation and gathered terminol-
ogy data from the audience. Later workshops and tutorials provided
overviews for alpha and beta users. Additionally, a student-centered
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hackathon saw the creation of example web applications built with
the HPC-ED catalog API.

5.1.1 Mini-Workshops. Initial community engagement with the
HPC community began through the use of mini-workshops in
which terminology linked to categorization was gathered. Two
such events included the SGX3 Faculty Hackathon [9] and later
Gateways Conference [26]. The workshops prompted the audience
members to define overloaded terms common to cyberinfrastruc-
ture in the community. The results were collected with the inter-
active whiteboard application Google Jamboard [8]. The results
were displayed during the sessions with commentary to induce
conversation and dissemination further. The audience members
produced 211 definitions across six common terms. The results will
aid in future HPC-ED categorization methodologies.

5.1.2 Hackathon. In June of 2024 the HPC-ED API was selected
by three undergraduate student groups as the focus of their hackathon
projects. The event, SGX3’s HackHPC@ADMI24 [11] hosted by
the The Association of Computer Science Departments at Minority
Institutions (ADMI) [22] and funded by Science Gateways Commu-
nity Institute [28] through SGX3 1 for workforce development. The
three teams were comprised of four students and a team mentor.
In summary, the teams created web applications that implemented
HPC-ED catalog search and publication [10]. Deliverables included
GitHub repositories, presentations, and posters of which two were
submitted to the Gateways24 Conference [27].

5.1.3 Workshops and Tutorials. Several workshops and tutorials
have been conducted focusing on community usage and education.
From workshops with concept dissemination to alpha user tutorials,
HPC-ED has used both virtual and in-person events for directed
community engagement. One such event took place at the Practice
& Experience in Advanced Research Computing PEARC24 [24]
annual conference as a tutorial titled Publishing and Discovering
Cybertraining Materials Across the HPC and CI Research Communi-
ties [21]. The session was attended by over 30 educators/trainers
in the HPC field. The tutorial included the use of a developmental
catalog that was populated by the audience members. As true alpha
users, the engagement both highlighted future enhancements and
features through conversations and discussions fostered during the
event. The audience members provided real-time feedback as a very
diverse sample of clients.

5.2 Metadata and Metrics
As described in Section 2.2, the federated catalog metadata is de-
signed to enable training material owners to share materials by
publishing metadata associated with those materials to the feder-
ated catalog. In the pilot phase, we adopted a “minimal” metadata
set approach, details of which can be found on the HPC-ED meta-
data description web page [15]. These metadata terms were used
to conduct simple searches.

In the implementation phase, we will extend the existing meta-
data fields to include the following categories: metadata that de-
scribes the training material, its access methods, and educational
characteristics; metadata that identifies the publisher and source of

1SGX3 was funded by the National Science Foundation under award number 2231406

the training material so that when an individual selects a specific
training item they can be directed to the source catalog that pub-
lished that material in order to browse all available information and
to access that training material; metrics metadata about educational
material reviews, ratings, and access metrics. Information about
the metrics will be drawn from the quality assurance part of the
project, as described earlier in Section 5.

Defining, categorizing, and standardizing the metadata will be a
significant effort. Where possible, we will identify and use existing
metadata sets, taxonomies, and ontologies. [2, 4, 32] Where needed,
we will add new terms to these existing ontologies and work with
existing communities to update them or to extend the HPC-ED
training materials ontology.

6 FUTUREWORK
Looking to future directions for the HPC-ED project, we will extend
interface functionality, expand the types and quantity of catalog
offerings, and pursue additional outreach opportunities to raise
awareness of the project. The primary value of any directory of
training materials is in the breadth and quality of the offerings
available, and our immediate plan is to make adding entries to the
catalog an easier task. There are still a number of organizations
who have expressed interest sharing their materials but are waiting
until the process is easier. Improving the process to add materials
is a critical element to supporting the growth of the catalog and
bringing additional partners to the project.

As the process for listing more entries in the catalog improves,
we will continue to work to build awareness of the project and the
potential for discovering and sharing more materials. This includes
meetings within the national cyberinfrastructure community that
bring together trainers and learners (PEARC, SCxy, and other meet-
ings), as well as reaching out through the CyberTraining program
in order to support these projects in making their training offerings
easier to discover and share.

With additional items discoverable through HPC-ED, providing
fully-functional quality assurance for catalog listings will be a ne-
cessity to ensure that users are directed to items that are relevant,
salient, and effective. HPC-ED will incorporate a familiar content
ratings system (”one to five stars”) that allows users to contribute
scores for materials appearing in the catalog, and will experiment
with leveraging AI tools to provide summaries and quality ratings.

Looking further to extending the capabilities of the project, we
will make use of the idea-generating potential of Hackathons and
Workshops where the HPC-ED team can participate and help iden-
tify refinements and improvements to the catalog interface options,
search, quality assurance, and integrations. Our team will also look
to the capabilities of LLMs for providing better training results
and summaries of content. Throughout the process of supporting
sharing and discovery of training materials by a wider group of
trainers and learners, we will continue to note the contributions of
users of the catalog in order to identify capability improvements
and extensions.
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ABSTRACT
Despite the quantity of existing training materials, acquisition and 
development of the specialist skills required for High Performance 
Computing (HPC) is not straightforward enough to address the 
needs of the growing, diversifying and constantly evolving HPC 
community. The HPC education and training community is ex-
ploring different approaches that could facilitate the uptake and 
progression of technical skills - one of those new approaches is 
focused on defining a nd f ormalising l earning p athways. I n this 
lightning talk we will briefly present an exercise designed as a start-
ing point for capturing and outlining learning pathways for the 
HPC community. This exercise was run for the first time during the 
ISC’24 BoF on “Developing a Sustainable Future for HPC and RSE 
Skills: Training Pathways and Structures” and was accompanied by 
a Mentimeter survey to evaluate its effectiveness. The summary of 
the survey results is also included.

KEYWORDS
Learning Pathways, HPC Training, Research Software Skills

1 INTRODUCTION
To address the educational needs of the growing HPC community 
we need new approaches that will not only ensure multiple entry 
points to training for new HPC users but also enable continuous 
professional development for all members of the HPC community, 
regardless of their role. These ’learning pathways’ are not meant 
to replace any of the existing training efforts but rather comple-
ment them. The learning pathways provide two major benefits, first 
they encourage a shift from teaching topics in a linear manner to-
ward concept based learning pathways that better align with adult 
learning models. Secondly, learning pathways are an important 
component that is needed to make training content more FAIR -
findable, accessible, interoperable and reusable. Developing inter-
operable, citable and persistent training materials is key to creating 
personalised learning pathways that directly correspond to the 
training needs and job requirements of HPC community members, 
especially in the exascale era.

Data that was collected during the community driven BoF ses-
sions at ISC’23 and SC’23 presented a snapshot of the educational 
HPC landscape and illustrated some of the challenges associated 
with creation of learning pathways [1, 2]. The learning pathways 
need to be personalised enough to be useful, but it’s impossible for
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training providers to outline and support every possible learning
journey. Therefore, the goal of the ISC’24 BoF was to capture exam-
ple learning pathways and explore general trends that could be used
to guide the design of other pathways, which was done through
the exercise described below. The exercise and survey results are
available at: https://zenodo.org/records/11395712.

2 EXERCISE DESIGN
The exercise sheet (A3) designed for the session consists of two
fields at opposite ends that need to be filled in - starting point and
learning objective - and a set of bubbles containing skills from 6
different categories that should be connected to create a path. The
skill categorisation is based on the skill tree developed by the HPC
Certification Forum (HPC-CF) [3] and includes these categories:

• Use of HPC Environment
• HPC Knowledge
• Software Development
• Performance Engineering
• System Administration
• Big Data Analytics

Due to the space limitation on paper, not all of the skills defined
by HPC-CF (v. CS-1.0) have been used. Nonetheless, we felt that
running this as a paper-based exercise would help participants to
engage more with the topic than trying to use online tooling. The
participants were asked to define a starting point and learning
objective and then to create a learning pathway connecting the
two using the listed skills. The learning path could be outlined in
any way that worked for the participants - they could annotate
the existing content, add skills, specify order or co-dependencies
between skills etc. The example pathway, developed by one of the
authors, is shown in Figure 1. The goal of the exercise was to collect
as many different learning pathways as possible and to test if a
similar template could be developed further to facilitate design of
new pathways for specific skill sets or roles. This meant some of the
pathways were focused on specific skill sets while others covered
20+ years of work experience. Some were linear and others had
multiple loops, branches and merging points between skills.

Many of the participants expressed their interest in repeating
this exercise within their institutions or even with their user base.
Depending on the intended scope and audience of the exercise, it is
recommended to clearly define the desired granularity of starting
points, learning objectives and the pathways. This will help to
narrow the scope and design something useful for the participants.

3 SURVEY RESULTS
The second part of the ISC’24 BoF session was used to understand
how participants felt the exercise went, using an online Mentimeter
survey. The survey was designed to be fully anonymous and con-
sisted of 10 questions, including multiple choice, Likert scale and
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Figure 1: An example learning pathway created by Samantha Wittke to test the design of the exercise.

open questions. Out of about 70 people in the room at the ISC’24
session up to 39 provided responses to at least one question.

The first question asked the participants to describe their role in
the educational context, from a set of options, and allowed multi-
ple answers - 23 declared themselves as educators/trainers, 18 as
training content providers, 8 as training managers, 19 as learners
and 12 as having another role. Out of 39 respondents 25 indicated
this was their first time attempting to design a learning pathway.
The participants strongly agreed that the exercise illustrated the
challenges of learning pathway design and that designing learning
pathways is hard - both statements got the average score of 4.1
out of 5. They also generally agreed that the listed skills provided
enough scaffolding to build useful paths and that the skill granu-
larity was sufficient - both scored 3.3. Most also wished for more
example pathways to exist - score 3.9.

Most people started their design process at the ‘starting point’
(17), some started with the learning objective (9) and the rest started
somewhere in the middle i.e. with a specific skill (11). Most people
also stated that the path they designed includes branching and
merging points, or circular relations. Only 3 said their path was
linear. Some of the design challenges included: determining the
appropriate starting and ending point, deciding on the skill order,
grasping the scope of possibilities, keeping the path relevant and
meaningful, thinking about inter-dependencies and skill levels, and
identifying missing skills. Many participants also believed their
pathway was personal, task driven and could be hard to follow in
different contexts e.g. working environment, role. It was also noted
that learning takes time and there are always competing priorities.

Finally, when asked what could be done to make learning path-
ways easier to discover and navigate, some of the answers included:
providing problem to skill maps, a catalogue of pathways that
is searchable/browsable by starting/ending points or roles, better
alignment with career options, more higher level examples that

can be customised to fit the individual’s needs, and collecting all
relevant resources in a single location. Most of the answers aligned
well with many on-going efforts within the HPC community, clearly
demonstrating how important they are.

4 NEXT STEPS
Subsequently, the exercise was also run at another BoF session at
PEARC’24. Across both sessions, the authors collected over 60 ex-
ample pathways that need to be analysed. Additionally, the exercise
is going to be refined and hopefully used in different contexts to
further the community understanding of how the learning path-
ways should be designed and used. Anyone interested in reusing
this exercise or adapting it to their own needs is free to do so under
the CC-BY v. 4.0 license.
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ABSTRACT
We present a training program named T3-CIDERS, the “Train-
The-Trainer approach to fostering cyberinfrastructure (CI)- and 
Data-Enabled Research in CyberSecurity.” T3-CIDERS is a train-the-
trainer program for advanced cyberinfrastructure (CI) skills that 
is designed to be synergistic with research, teaching, and learning 
activities in cybersecurity and cyber-related disciplines. The partici-
pants, termed “future trainers” (FTs), are trained in effective instruc-
tional design and CI hands-on materials from “DeapSECURE”, devel-
oped in a previous CyberTraining program. T3-CIDERS aims to en-
hance cybersecurity research and education through broader adop-
tion of advanced CI techniques such as artificial intelligence, big 
data, parallel programming, and platforms like high-performance 
computing (HPC) systems. T3-CIDERS includes pre-training, a 
weeklong summer institute, ongoing learning engagements, and 
local training activities. The FTs conduct local training tailored 
to the needs at their respective home institutions. They will also 
develop a new CI training module (called “Module X”) based on the 
observed common needs in the cybersecurity research community. 
Community building is integral to T3-CIDERS as its overarching 
goal. The first cohort of FTs who took the 2024 summer institute 
comprises faculty members, researchers, and students representing 
multiple states.

KEYWORDS
Cyberinfrastructure, Cybersecurity, Train-the-trainer, Pedagogy, 
HPC, Parallel Computing, Big Data, Machine Learning

1 INTRODUCTION
Cyber-enabled technologies have revolutionized the 21st century 
society by increasing efficiency, convenience, and productivity in 
every walk of life. With the increasing volume and sophistication of 
cyberattacks, researchers, engineers, and practitioners heavily rely 
on advanced cyberinfrastructure (CI) techniques to assess cyber
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risks, identify and mitigate threats, and achieve defense in depth.
CI capabilities such as artificial intelligence (AI), machine learning,
big data, as well as advanced CI platforms, e.g., the cloud and high-
performance computing (HPC) have become integral to support
the state-of-the-art cybersecurity research and implementations.

Despite the widespread availability of CI and its importance in
strengthening the security of cyber systems, there is still a signifi-
cant gap in the preparedness of the cybersecurity workforce to lever-
age CI. In research, the lack of preparedness in CI often hampers, or
frustrates, students from entering research areas that rely heavily
on CI, such as AI/cybersecurity intersection and privacy-preserving
machine learning techniques. To fill this gap and broaden CI adop-
tion in research and education in cybersecurity, we developed the
“Train-The-Trainer Approach to Fostering Cyberinfrastructure (CI)-
and Data-Enabled Research in CyberSecurity” (T3-CIDERS) train-
ing program [9]. The goal of T3-CIDERS is to accelerate state-of-
the-art research and development in cybersecurity and related fields
by (1) preparing competent trainers to broaden the utilization of
advanced CI in these disciplines; and (2) fostering a CI-enabled cy-
bersecurity research community of practice. As a train-the-trainer
program for advanced CI, T3-CIDERS is designed to be synergistic
with research, teaching, and learning activities of its participants.

The T3-CIDERS program is a year-long engagement for each
cohort of participants, referred to as Future Trainers (FTs). The FTs
are chosen from faculty, researchers, students, and practitioners
with interests in cybersecurity and cyber-related fields. They will
receive training on the basic skills in key CI areas and effective ped-
agogical methods to further promulgate these CI skills to others in
their academic communities. The FTs are clustered into units (“FT
units”), each of which consists of one faculty or researcher and one
or two students. As part of the requirements of the program, these
FT units will collaboratively prepare and conduct CI training ac-
tivities at their respective institutions. The activities of T3-CIDERS
encourage collaborations and community building among FTs as a
CI- and cybersecurity-focused community of practice.

T3-CIDERS leverages and builds upon “DeapSECURE” introduc-
tory CI training modules [5–8], which covers fundamental CI topics:
HPC, Big Data, Machine Learning, Deep Learning, Cryptography,
and Parallel Programming. As a minimum prerequisite to partici-
pate in T3-CIDERS, FTs need to have working knowledge of com-
puter programming (in any language); preferably, they should also
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have experience working with one or more of the aforementioned
CI topics.

2 OVERVIEW OF THE T3-CIDERS PROGRAM
2.1 Program Structure
T3-CIDERS is designed to train and engage the FTs through be a
year-long program. This comprehensive approach consists of six
major phases:

Phase 1: Pre-training—Amonth-long, self-paced, virtual train-
ing on CI skills baseline, covering HPC, Unix shell, Jupyter, and
Pandas. This phase ensures that all participants have a foundational
understanding of essential CI concepts and tools.

Phase 2: Summer Institute — An intensive, week-long, in-
person training that covers an overview of CI techniques (Machine
Learning, Deep Learning, Cryptography, and Parallel Program-
ming), as well as pedagogy/training methodology which includes
educational foundations, assessment, hands-on lesson planning,
and simulated teaching practice. It also includes discussion panels
with experts aimed to broaden the FTs’ perspective on pressing
issues in cybersecurity practice and education.

Phase 3: Monthly Learning Engagement — After the sum-
mer institute, the FTs will engage in year-long virtual meetings
(about once a month) to further their CI learning journey, share
experiences in CI-augmented teaching and/or research, connect
with peers and cyber experts. This ongoing engagement fosters an
inclusive and supportive community of practice and encourages
continuous professional development.

Phase 4: Local Training — As part of their enrollment with
T3-CIDERS, FT units are required to conduct local training activi-
ties that are tailored to their academic communities, ensuring the
dissemination of CI knowledge and skills.

Phase 5: K-12 Outreach — FT units have the opportunity to
spread awareness of cybersecurity, research in cybersecurity, and
the role of CI to support cyber research in local K-12 schools, inspir-
ing students to be the next generation of cybersecurity professionals.
This phase is optional, but FTs are strongly encouraged to reach
out to the communities around them in this way.

Phase 6: “Module X” — A community-driven initiative where
FTs and the project team will collaboratively design and develop
new CI training module(s) to address additional training gaps in
the preparation of students for cybersecurity research.

The pre-training and summer institute serve as a short-term
“boot camp” to the FTs. The monthly learning engagement is an
effort to foster the connections among FTs that were established
during the summer institute and provide continuous learning oppor-
tunities. The local training activities, K-12 outreach, and “Module
X” represent outcomes and sustained activities facilitated by the
T3-CIDERS program.

2.2 CI Skills Baseline
T3-CIDERS equips FTs with understanding of baseline CI skills
that can be further taught to their own learners, who most likely
are novice to CI. The baseline skills are provided by adapting the

DeapSECURE’s lesson modules[6] covering HPC, Big Data, Ma-
chine Learning, Deep Learning, Cryptography, and Parallel Pro-
gramming. DeapSECURE lessons emphasizes hands-on introduc-
tion to these topics and incorporates research datasets and use cases 
to provide strong relevance to cybersecurity. Table 1 shows the six 
lesson modules, the key contents of each lesson, the software tools 
introduced, and the target cybersecurity application used through-
out the lesson. DeapSECURE modules integrate the principle of 
authentic learning [3]: Certain challenges (problems), carefully 
selected within the target applications, motivate the introduction 
of the CI methods and/or techniques. The learners are guided 
through-out a series of hands-on activities (similar to Carpentries-
style live coding method [4]) to leverage these methods and address 
the posed challenges. In this way, CI topics are introduced in a 
way that is relevant to cybersecurity applications.

The DeapSECURE lessons were originally designed for non-
degree, non-credit, bootcamp-style training targeting novice learn-
ers who may not know the CI topics at all. The lessons provide 
a gentle onramp by covering only the most critical concepts and 
techniques that novices must learn to become competent learn-
ers and practitioners on their own. The lesson materials include 
Carpentries-style online e-textbooks, Jupyter notebooks, and hands-
on files (sample scripts and templates, datasets, etc.). as explained 
further below. In addition to providing baseline CI skills, these 
lessons also serves as teaching resources, from which the FTs can 
draw and/or adapt to suit their own learners’ needs.

2.3 Training Infrastructure
The T3-CIDERS program leverages the following platforms as its 
infrastructure: (1) ODU’s “Wahab” HPC cluster for the hands-on 
learning environment; (2) Canvas learning management system to 
present the lesson materials to the FTs; (3) Discord instant messag-
ing platform, for discussions among FTs and with the training team;
(4) LinkedIn and X (Twitter) as the social media for public outreach 
and engagement; (5) Qualtrics for data collection and surveys; (6) 
Gitlab for collaborative hands-on lesson development.

3 THE 2024 COHORT OF FUTURE TRAINERS
The 2024 summer institute took place in July 29–August 2 at the 
Norfolk campus of Old Dominion University. It drew together 10 
faculty/researchers and 12 students with varied backgrounds. These 
FTs represented multiple states (Washington, Texas, Virginia, and 
New York), reflecting the program’s broad geographic reach.

3.1 Participant Background
Figure 1 highlights the distribution of participants by role and back-
ground. As shown in Figure 1a, 36% of the total participants were 
tenured or assistant professors, while 9% held positions as research 
scientists or professors. Among the student participants, 31% were 
graduate students, and 23% were undergraduate researchers who 
were attracted to the program for its academic and professional op-
portunities. As displayed in Figure 1b, 60% of participants identified 
as male, 30% as female, 10% as others.

The major distribution of participants (Figure 1c) illustrates
strong alignment of our proposed program to the research inter-
ests of our participants. Of the 22 participants, 8 are majoring in
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Table 1: Currently available DeapSECURE’s CI lesson modules

Module Name Description Toolkits Target Application

Introduction to HPC Intro to HPC platform and basic parallel
processing

UNIX shell commands,
SLURM job scheduler

Analysis of a spam collec-
tion

Dealing with Big Data Processing, cleaning, analyzing, and
visualizing big data sets

Pandas, Matplotlib,
Seaborn Data preparation and

smartphone app
classification using
Sherlock dataset

Machine Learning Workflow of building, training and val-
idating machine learning models Scikit-learn

Deep Learning using Neural Net-
works

Building, training and validating neural
networks KERAS, TensorFlow

Cryptography for
Privacy-Preserving Computation

Symmetric cryptography;
homomorphic encryption for
privacy-preserving computation

AES-Python [10],
PyCryptodome [1],
Python-Paillier [2] Image encryption with

Paillier cryptoParallel & High-Performance Pro-
gramming Parallel programming with MPI mpi4py

(a) Faculty-student ratio (b) Gender distribution

(c) Major distribution

Figure 1: The statistical overview of 2024 cohort

Computer Science, 4 in Cybersecurity, and another 4 in Artificial
Intelligence/Machine Learning (AI/ML). Additionally, there are 2
participants each in Data Science, Engineering, and Information
Technology. The mutual focus in CI- and Cybersecurity-related
topics serves as the cornerstone in building a community of prac-
tice of next-generation cybersecurity researchers and scholars in
leveraging CI technologies to accelerate state-of-the-art research
and development in cybersecurity and cybersecurity-related fields.

3.2 Program Details
3.2.1 Pre-Training. Prior to the summer institute, FTs were on-

boarded to Canvas as the platform to host lesson materials, and to
Discord (a group messaging platform used to facilitate discussions,
ongoing collaborations, and community building). Each FT was
required to complete the two pre-training modules, which helped

them to get familiar with the HPC, as well as the prerequisite knowl-
edge for the summer institute. Two virtual Q&A sessions were held
to answer questions related to access to the ODU HPC cluster, and
the technical challenges encountered in the pre-training modules.

3.2.2 Summer Institute. The Summer Institute for the 2024 Co-
hort was designed to provide an intensive, hands-on learning ex-
perience, combining technical lectures with practical activities,
pedagogical training, and collaborative and interactive lesson de-
sign sessions. Participants engaged with well-designed cutting-edge
topics while applying their knowledge through hands-on sessions
and collaborative discussion. Additionally, pedagogical training
is involved throughout the week, emphasizing the importance of
effective teaching in the technical fields. Each FT unit has their own
studio time in the afternoon to prepare a draft lesson plan for a
local training activity that will be further developed and executed
in the 2024–2025 academic year. On the last day of the summer
institute, each FT unit presents a 15-20 teaching demo to showcase
the lesson plans they built during the studio times, coupling with
the pedagogical methods introduced in the summer institute.

3.2.3 Professional Developments. Throughout the week-long
workshop, we organized two panel discussions and a field trip
to bridge the gap between academic learning and real-world cy-
bersecurity practices. The first panel featured industry partners
from Hampton Roads, who provided a showcase of cutting-edge
cybersecurity techniques and technologies. They discussed the chal-
lenges faced in real-world cybersecurity operations and highlighted
advanced CI techniques being used to solve these problems. This
session offered participants valuable insights into the practical appli-
cation of their skills in industry settings. The second panel brought
together high school teachers who had participated in the NSA
GenCyber Summer Camps hosted at ODU in the past two years.
These educators shared their experiences teaching cybersecurity
concepts to their own students, offering a unique perspective on
K-12 education. Our FTs engaged in productive discussions with the
teachers, these exchanges provided our participants with a deeper
understanding of how cybersecurity education is being approached
at the K-12 level and the opportunities for integrating emerging
technologies into the curriculum. The field trip to Old Dominion
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University’s ITS data center offered participants a firsthand look
at the infrastructure supporting high-performance computing and
cybersecurity efforts, allowing them to observe real-world applica-
tions of the concepts discussed throughout the workshop.

3.2.4 Monthly Engagement. After the conclusion of the summer
institute and continuing through the end of each cohort year (April
2025), the project team will maintain regular engagement with the
FTs through monthly virtual events. The initial engagements will
primarily focus on lesson plan development. The project team will
monitor progress from each FT unit on their lesson development
and local training planning, providing feedback and support to
help them refine their plans until the local training is implemented.
From 2025, monthly research webinars will be hosted for both FT
units and the broader community, allowing faculty to present their
research findings. Additionally, we plan to invite external speakers
to discuss recent advancements in HPC, education, cybersecurity
research, etc, extending the influences to a wider community.

3.3 Assessment and Impacts
We plan to conduct a multiple-level and multiple-phased evaluation
approach before, during, and after the program. The evaluation will
include both formative and summative plans with a mix-method
design for data triangulation. T3-CIDERS employs multiple meth-
ods such as pre-survey, daily reflection and feedback form, post-
institute survey, interviews, and final (post-) survey to assess the
program’s contents and effectiveness, FTs’ attitude, learning, and
teaching plan. (Since the cohort is still ongoing as of the time of
writing, the evaluation has been conducted only partially.)

3.3.1 Before the summer institute. A pre-survey was sent out to
the FTs and collected their feedback before the first day of the sum-
mer institute. It includes questions to identify FT’s demographic
information, characteristics, reactions toward the program, motiva-
tion, needs, and attitudes that need to be considered in designing
and redesigning the program. It also provides insights into FT’s tar-
get learners and helps us further tailor the content and instruction.

3.3.2 During the summer institute. During the summer insti-
tute, observational notes were taken to track the FTs’ behavior,
interactions with peers, and engagements. This helped in assessing
participant involvement and learning application. FTs were encour-
aged to submit daily reflections, documenting their experiences and
thoughts during the program. These sessions help ensure that learn-
ing is an iterative process, with participants and our project team,
continually improving their understanding and teaching methods.

3.3.3 After the summer institute. Following the completion of
the summer institute, a post-institute survey was launched to col-
lect participants’ reaction with the training they received thus far.
Furthermore, after each FT unit conducts their local training or
outreach, a survey will be distributed to their attendees to gather
feedback and assess the effectiveness of their training efforts. At
the end of the cohort period, a post-survey will be conducted to as-
sess participants’ satisfaction with the entire program, their views
on the relevance of the content, and their confidence in applying
the skills they acquired. These results will be compared with the
pre-survey to identify any shifts in attitudes and technical abilities

that occurred throughout the program. As each cohort year comes
to a close, we will begin examining the Return on Expectations
(ROE). This will involve conducting semi-structured interviews
with participants, the program coordinator, and training mentors
to gather insights into their experiences, the program’s structure,
activities, content, and instructors.

4 CONCLUSION
T3-CIDERS is a promising initiative that addresses the growing
need for advanced CI expertise in cybersecurity research and edu-
cation. By providing comprehensive training, fostering a supportive
community of practice, and promoting sustained engagement, the
program is effectively preparing the next generation of cyberse-
curity professionals to tackle emerging challenges. The positive
feedback from the 2024 cohort, the anticipated local training activi-
ties during the 2024–2025 academic years and beyond, as well as the
ongoing development of “Module X” demonstrate the program’s
potential for long-term impact.
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ABSTRACT
High-performance computing (HPC) clusters are powerful tools
that can be used to support a wide range of research projects across
all disciplines. However, HPC clusters can be complex and difficult
to use, limiting their accessibility to researchers without a strong
technical background. This study used a mixed method to inves-
tigate ways to make HPC clusters more accessible to researchers
from all disciplines on a university campus. A usability study of
19 university researchers was conducted to understand the needs
of HPC users and identify areas where user experience could be
improved. Our findings reveal the need to build a customized graph-
ical user interface HPC management portal to serve users’ needs
and invest in workforce development by introducing an academic
credit-based High-Performance Computing Course for students
and partnering with other faculties to introduce special programs,
e.g., Student Cluster Competitions which would draw more student
interest.

KEYWORDS
High Performance Computing, Computing Resources for Academic
Researchers, Usability, Think Aloud, Accessibility

1 INTRODUCTION
High-performance computing (HPC) has become an essential tool
to advance scientific discovery over the last two decades, and it’s
an area where researchers actively create larger systems to accom-
modate new modes of scientific discovery with complex workflows.
Advocating for large-scale scientific programming and HPC have
become more essential to achieving national goals considering the
discoveries made by academic researchers and industry profes-
sionals who contribute significantly to national development and
further increase the importance of adequately educating the next
generation [14]. National labs, academic institutions, and industries

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for profit o r c ommercial a dvantage and t hat c opies b ear t his notice and t he full 
citation on the first page. To copy otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission and/or a fee. Copyright ©JOCSE, 
a supported publication of the Shodor Education Foundation Inc.

© 2025 Journal of Computational Science Education
https://doi.org/10.22369/issn.2153-4136/16/1/5

need scientists and staff who understand high-performance com-
puting (HPC) and the complex interconnections across individual
topics in HPC. However, domain science and computer science un-
dergraduate programs need to provide more educational resources
and are far from conveying the interdisciplinary and collaborative
nature of the HPC environment [10].

Academic institutions that are research (R1) based invest re-
sources to acquire and build centers to manage HPC Systems on
campus to enable scientists to improve and foster their research ca-
pabilities. Over the past few years, some HPC centers have encoun-
tered challenges in encouraging scientists to use HPC resources
effectively for their research. There is an HPC expertise and knowl-
edge gap because very few educators have the skill set to use HPC
Systems made available on campus, making it difficult for non-stem
students to learn and access available HPC resources [17].

HPCs are used across various fields, making it challenging for stu-
dents to understand their applications. Launching HPC applications
is complex, requiring multiple components and specialized skills
[30]. Using HPCs effectively demands a broad knowledge base and
significant practice. Typical HPC curricula often focus on STEM stu-
dents, covering topics like computer literacy, programming, parallel
computing, version control, and debugging [31]. Students from non-
computing departments need extra training to use HPCs effectively,
hindering their research progress. To improve the accessibility and
usability of local HPC resources, we conducted a usability study
to determine the factors hindering their adoption by students and
faculty. Toward this goal, this paper aims to address the follow-
ing overarching research question: How can HPCs be made more
accessible for use across disciplines in institutes of higher education?

2 BACKGROUND
2.1 Evolution of High-Performance Computers
Over the years, there has been rapid growth in computing and
communications technology; the past decade has witnessed a pro-
liferation of robust parallel and distributed systems and an ever-
increasing demand for the practice of high-performance computing
(HPC). HPCs have moved into the mainstream of computing. They
have become a key technology in determining future research and
development activities in many academic and industrial branches.
They must cope with very tight timing schedules when solving
large and complex problems [11].
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In 1985, the National Science Foundation established a partner-
ship between five research centers: the San Diego Supercomputer
Center (SDSC) at the University of California San Diego, the Pitts-
burgh Supercomputer Center (PSC) at the University of Pittsburgh,
the National Center for Supercomputing Applications (NCSA) at
the University of Illinois Champagne-Urbana, the Cornell Theory
Center at Cornell University [29]. In the last decade, there has been
significant advancement in the reliability and performance of com-
puting elements such as processors, disks, and network devices.
Computational power has increased in desktops and laptops by the
availability of processors; these reliable and robust off-the-shelf
computational elements have also spurred a new generation of
high-performance computing systems [4].

2.2 The Value of High-Performance Computing
Centres on University Campuses

Cyberinfrastructure includes computing systems, data storage, in-
struments, repositories, visualization, and people, connected by
high-speed networks for scholarly innovation as defined by Stew-
art et al. [20]. Research shows a campus supercomputer positively
impacts research output; Apon’s work analyzed the ROI of cy-
berinfrastructure, finding that HPC investment benefits research
productivity in fields like Chemistry, Physics, and Civil Engineer-
ing [1]. Apon’s studies show statistical analyses of cyberinfras-
tructure’s impact [2]. Indiana University calculated the ROI of 3
cyberinfrastructures, finding cost savings compared to commercial
cloud alternatives [19]. Scrivner developed XDMOD-VA, a visual-
ization plug-in for XDMOD, to present value proposition metrics
for HPC centers [18]. This demonstrates the cost-effectiveness of
supercomputers for most educational institutions.

2.3 Usability of High-Performance Computing
in STEM and other disciplines

High-performance computing (HPC) is increasingly essential in
higher education, HPCs offer new opportunities but pose challenges
in teaching. Educators and researchers need to adopt innovative
teaching approaches to leverage HPC effectively. Computing Educa-
tion faces new demands, requiring motivated students and adaptive
learning systems like SAIL- a System for Adaptive Interest-based
Learning [9]. The Higher Education System needs comprehensive
training to address the limitations of integrating technology into
teaching and the constraints of using supercomputers. HPC is cru-
cial for STEM and other disciplines despite challenges like limited
experience and high costs [6]. Supercomputing education fosters in-
novation and creates a new generation of professionals. It’s essential
for various fields that use computational tools. Many educational
institutions are integrating computer science concepts into basic
training, raising questions about the importance of supercomputing
education for students’ careers [8]. ICT integration is crucial for
modernizing education and transitioning to a knowledge society.
Supercomputers will be vital for solving complex data problems in
STEM and non-STEM disciplines [6].

2.4 Demystifying High-performance computing
for non-Linux users: Introducing Remote
computing desktops.

Implementing web-based portals for end users to manage and use
HPCs has been remarkable. It has improved users’ time navigating
around HPCs to complete a task. This is not only limited to the time
HPC centers spend training new users, especially non-Linux users,
to adapt to the Command Line Interface (CLI) to complete their
tasks. Not only have end users been relieved, but system admins
and research computing facilitators have also been relieved; these
portals give them a one-stop shop to manage these clusters and
easily support end users. In this era of computing, more emphasis
on graphical and intuitive interfaces is essential to clear barriers
away from researchers from all respective fields to use computing
resources with ease and not deal with rigid legacy system designs.
Mastering the CLI is an essential skill, but it becomes intimidating
for researchers who want to use the High-Performance computing
resources of a university [23].

According to [25], Over 75% of users say that desktop services
are either moderately or extremely important for their ability to
use HPC resources. During training sessions at Indiana University,
they observed that researchers who were constant Linux users who
did not know about HPCs were enthusiastic about learning and
trying out the HPC system and wanted to know more about its
capabilities and features. However, they mostly complained about
the Job Schedulers, e.g., SLURM and longer wait times for their jobs
to be in the queue. Non-Linux researchers/users have more reser-
vations about using HPC systems; most had no choice but to learn
the command line and how to eventually use the job schedulers
due to the nature of their research and the size of their data sets.
In Summary, most HPC Users were demotivated to use the HPC
system for their research. This concluded that the command line
and the batch job scheduling are significant barriers for potential
HPC users [25].

2.4.1 Web-based Portals for Managing High-Performance Com-
puting Clusters. Web-based portals for HPCs were introduced in the
1990s with Java applets, making it easy to access HPC resources re-
motely using a variety of use cases. This identified the key features
and functional and non-functional requirements of these portals
[5]. Web-based management portals aid in reducing barriers that
limit the adoption of high-performance computing (HPC), which
addresses an important challenge affecting the STEM community.
Through the Cyber-Infrastructure grant, the NSF has supported
Higher Education institutions and National Supercomputing Labs
to develop web-based HPC management portals to help researchers
with little computer science skills adapt and foster the use of HPCs
in their research [26].

Some benefits of having Web-based portals include but are not
limited to:

(1) Increasing the use of HPC resources among disciplines that
are not well represented in the community but desire the
need for HPC resources.

(2) It is also beneficial to HPC stakeholders because it is easier
to adopt advanced features to monitor and visualize system
needs and upgrades.
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(3) This creates a working model for training and workforce de-
velopment to expand the cyberinfrastructure space for com-
puter science. In 2016, the first version of Open On-demand
launched the Open On-demand project, funded through the
NSF Cyberinfrastructure grant ([27]) to make accessing HPC
resources easier. The Open on Demand Project was an Open-
source software project hosted by the Ohio Super Computing
Center that enables HPC centers to install and deploy ad-
vanced web and graphical interfaces for their users [12].

2.5 Case Study: Advanced Research Computing
Centre at the University of Cincinnati

The University of Cincinnati’s Advanced Research Computing
(ARC) Centre offers a readily accessible hybrid CPU/GPU comput-
ing cluster, supporting computational and data science researchers
while developing a highly competitive workforce amongst the uni-
versity community.

[3]. ARC partners with researchers to utilize the core HPC ser-
vices and resources suite. With ARC’s resources, researchers ad-
vance theoretical knowledge and expand the realm of discovery,
generating leading-edge research and applications suitable for inno-
vation and commercialization in line with the University of Cincin-
nati’s “Next Lives Here” strategic direction. The center has a sus-
tainable high-performance computing (HPC) infrastructure with
technical support that leverages HPC services to accelerate the time
to discovery and enables sophisticated and increasingly realistic
modeling, simulation, and data analysis, which helps to bridge users
to the local, regional, and national HPC ecosystem [3].

3 METHODS
To understand user needs at the High-Performance Computing Cen-
ter, we combined methods used by [16]. We conducted an online
survey, qualitative think-aloud interviews, and a heuristic evalu-
ation. These methods provided comprehensive feedback on user
needs and design effectiveness. The survey and interviews collected
user insights, while the heuristic evaluation assessed adherence to
usability principles. All methods were IRB-approved.

3.1 Research Participants
The selection of participants in this research was guided by the
study’s nature and desired outcomes, as outlined in [22]. Our target
population for the survey were students and faculty members of
the University of Cincinnati, especially current and future non-
Linux researchers who intend to use or use the resources of the
High-Performance Computing cluster.

The targeted survey audience was the Science, Technology, En-
gineering, and Mathematics (STEM) students and faculty members.
We chose not to limit our audience to a particular group and in-
cluded all potential users who were interested in using the cluster
regardless of their technical skills or background. This diversified
our participants, which gave us more information to feed into our
future design.

Participants were recruited in two stages or categories:

• Current University Researchers: HPC researchers at the
University of Cincinnati, both current and potential users.

• Students (Undergraduate, Masters, PhD): STEM students
from various departments, including Engineering, Informa-
tion Technology, Medicine, Art, and Planning, as well as
non-STEM students.

• Faculty: Faculty teaching courses requiring HPC resources
and principal investigators leading research labs.

• Staff: University staff using or potentially using HPC re-
sources for departmental work.

3.2 Data Collection
For quantitative data, a 27-question survey was shared with par-
ticipants by casting a wide net to all the users of the cluster, either
past or present. These questions were carefully designed to capture
feedback from highly skilled and novice users with little skills for
genuine feedback on their needs and issue severity.

For Qualitative data, we analyzed and interpreted data, identified
themes, and understood the study’s phenomenon. We collected
cognitive and constructive feedback through a think-aloud activity.
[21].

3.2.1 Think-Aloud Activity. The method of collecting think-
aloud data involves participants spontaneously verbalizing words
that come to mind as they complete an activity [28]. This makes it
essential to conduct usability testing, as it allows users to verbalize
their thinking as they use a new system. This allows evaluators to
infiltrate the minds of users and acknowledge individual differences.

To further understand users’ needs in-depth, We selected five
users out of the respondents of the Survey who voluntarily opted
in, three of whom were super users, and two non-superusers. We
opened the conversation for users to have cognitive thinking, which
allowed them to expand their thoughts while using the portal; we
further asked questions in two categories, for Superusers and Non-
Superusers:

• Superusers were asked what connection methods to the
cluster they preferred and whether they needed an intuitive
Graphical User Interface portal. Also, what were their needs
for the graphical user interface portal? Furthermore, what
could be done to improve the usability of the portal?

• Non-Superusers, mostly Non-Linux users, were asked about
their concerns with the HPC portal and what they expected
from the HPC cluster to avoid using the CLI.

In order not to influence users’ thoughts and have their ideal
participation while offering their honest thoughts spontaneously,
we did not prompt users during the conversation; however, to
avoid too much silence or stiltedness, we had signs with important
information, e.g., keep talking, Go on, that is interesting, etc. For
pre-orientation and housekeeping, we dedicated the first fifteen
minutes of the session to explain how the think-aloud activity
would be facilitated, and an overview of the ‘think-aloud’ method
was provided in a pre-interview facilitator script [28].

Our participants were users who were allowed to reflect more on
the best options that worked for them when using the cluster and
why they preferred them. After that, we focused on the features
of each connection method to understand their perceptions and
whether they had HPC experience from their previous organiza-
tions or personal use. We also observed and noted their behaviours
in real time.
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3.2.2 Heuristic Evaluation. In 1990, a published article by web
usability pioneers Jakob Nielsen and Rolf Molich defined Heuristic
Evaluation as a set of principles used in “Improving a Human-
Computer Dialogue” [15]. Heuristics evaluation is a process to
systematically determine or certify a design or product’s usability;
researchers review the product’s interface and compare it with
other usability principles, and the results are accompanied by rec-
ommendations to improve the current system [7].

We based our Heuristic evaluation on the ten most fundamental
principles that were given by the Nielsen Norman Group, which
are listed in 1.

Figure 1: Nielsen and Molich’s 10 User Interface Design
Heuristics [7].

A group of examiners evaluated the University of Cincinnati’s
High-performance Computing cluster interface’s user interface
according to a set of heuristics rules based on 1.

We observed users’ actions and interpreted their connection to
usability challenges. We recorded the evaluation results and the
evaluator’s comments about the user interface; however, there was
no need to interpret the evaluator’s actions [? ]. We provided a
severity rate scale of 5 for each violation to measure the severity of
design problems; at the end of the heuristic evaluation, we rated

these design problems accurately to reflect the responses and eval-
uation of our participants. The schema for the severity ratings is
listed below :

• 0 - don’t agree that this is a usability problem
• 1 - cosmetic problem
• 2 - minor usability problem
• 3 - Major usability problem; important to fix
• 4 - usability catastrophe; imperative to fix

3.2.3 Data Analysis . Due to the nature of our study, we em-
ployed amixedmethods approach to collecting data, which involved
both qualitative (survey) and quantitative (Think-aloud activity)
methods. According to [24] mixed methods offer confirmation and
complementarity feedback that “enables the researcher to simul-
taneously answer confirmatory and exploratory questions, and
therefore verify and generate theory simultaneously. We found
similarities between topics discussed by the participants, which
were generated as themes by performing a Qualitative Thematic
analysis.

We employed a mixed methods approach to collecting data and
focused more on participant engagements, which influenced our
research: both positive and negative feedback, participants describ-
ing experiences with using the HPC Cluster during our conducted
aloud activity, and ideas to design an intuitive, customized graphical
user Interface.

After manually reviewing collected data, which included sur-
veys, transcribed audio, and videos, the data were categorized into
codes and potential themes. For thematic data analysis by [13], we
grouped the themes into broad sub-themes in relation to the re-
search questions and analyzed the data with regard to the identified
themes related to the research questions.

4 RESULTS
In this section, we present our research findings and in-depth anal-
ysis of participant recommendations.

4.1 Description of Users and Results from the
Survey

The survey had 21 responses; two were voided, and the remaining
19 responses were from 11 super users and 8 non-super users. Most
users were graduate students, followed by faculty and staff. Supe-
rusers had more experience with HPC clusters than non-superusers.
Most users used the cluster once or twice a week for research
projects. Key reasons for using the cluster included research projects,
personal projects, grant requirements, thesis/dissertation, and class
projects. Accessibility, data security, and cost-effectiveness were
major factors in choosing the on-campus cluster. 47% of respon-
dents didn’t need UNIX/LINUX training, while 38% did. 42% used
FTP for data transfer, 25% used an API, and 16.5% used Globus.
Details about the participant demographics are shown in Table 5.

4.2 Identified Codes and Themes from the
Think-Aloud activity

For our Thematic Coding analysis, as suggested by [16], we ana-
lyzed data from the Think aloud activity and created a thematic
coding scheme to identify common patterns in the experiences of
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Figure 2: ParticipantDemographics andDescriptive Reported
by Expertise

our participants using the HPCCluster; after identifying key themes
and concepts mentioned by our participants via the interview, we
searched for patterns to in these codes after reaching saturation
point. We identified key themes/codes from our participants, which
we explained in the subsections below. There were five interviewees
for the Think-aloud activity, and to be more specific in identifying
them, we referenced participants as P1, P2, P3, etc. Three supe-
rusers and two non-supers users participated in the Think-aloud
activity. However, to incorporate qualitative responses from our
survey participants, we referenced them as S1, S2, S3, etc.

4.2.1 Theme 1: Connection Methods to the HPC Cluster . For
theme (1), we explored user preferences regarding connection meth-
ods (e.g., CLI, SSH, Open On-Demand) to the HPC Cluster. Gen-
erally, users relied on instructions provided by the Advanced Re-
search Computing Center (ARCC) [3] through their website or the
Research Computing Facilitator. The Facilitator served as a crucial
resource for users facing challenges or requiring direct information
about the cluster (e.g., specific software, GPU/CPU allocations, job
queues).

This reliance is exemplified by the following comment from a
participant (P1): “It was OK because I think I was following some of

Figure 3: A Visualized report of respondents ratings of the
current HPCWeb Portal

the instructions. You see, IT had some instructions on that. About like
first users. So it was. I had thought that that was pretty smooth."

Users found the Advanced Research Computing Center’s web-
site provided sufficient instructions for connecting to the cluster.
On-campus connections were generally smooth due to the Uni-
versity’s network resources. However, off-campus access via VPN
was disliked by some (P1, P2, P3) due to perceived hindrance to
collaboration, despite its security benefits.

All users favored the Open OnDemand interface. Non-superuser
users (P3, P4) relied on it exclusively due to a lack of UNIX/Linux
skills required for CLI or SSH access. Open OnDemand also stream-
lined file transfers and provided access to necessary software (e.g.,
Matlab for P1).

Both superusers and non-superusers appreciated Open OnDe-
mand’s intuitive interface, particularly for first-time or less ex-
perienced users. The quarterly Introduction to HPC training was
also highly valued, serving as an onboarding tool for superusers
and providing basic command and cluster usage knowledge for
non-superusers.

4.2.2 Theme 2: Jobs Management (Job Scheduling, Queue Man-
agement and Execution of Jobs) . Job submission and queue manage-
ment are essential steps when using the HPC Cluster. All jobs on
the cluster would achieve the desired results based on the accuracy
and correctness of your Job submission file. The Primary tool for
Job Scheduling, queue management and execution of Jobs on the
HPC Cluster is called “The SlurmWorkload Manager.” SLURM takes
some information about the requirements of resources and sends
these calculations to the compute nodes that run the jobs to satisfy
the criteria or requirements. It ensures resources are allocated to
all users fairly and based on priority.

Two ways to submit jobs on the HPC Cluster currently are using
SLURM via the Command Line Interface “CLI” or ARCC Desktop
on Open On-Demand.

Our participants (P1-P4) appreciated using the ARC Desktop
through the Open on-Demand (Interactive Desktop) portal, which
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made it easy and accessible to submit their jobs by quickly uploading
your Python file. This also allows users to select their preferred
resources, (e.g., Number of hours, Number of nodes and partitions);
it also has an email notifications option for when your session
starts if selected. Open On-demand has a File Transfer button, Job
Management, shell access and the ARCC Desktop.

SLURM is an excellent tool for Job scheduling, queuing and
submission; However, our participants, both superusers and non-
superusers, appreciated working with an interactive graphical user
interface desktop as expressed in the following quotes from study
participants:

P4 “I think using the SLURM platform is a little bit challenging for
me as a beginner. The Open On-Demand is more helpful and straight
forward.” and “I think the On-Demand platform helped me a lot when
I used the advanced research computing for my dissertation.”

P3 “Too difficult to or like I can still run things and get an output,
so it’s so that so I put it in the middle.Helpful, but it was still usable,
so it wasn’t too difficult to use. I think it was.Sometimes it does seem
that something more interactive could be. Well, like, I feel like I’d be
in the middle. Like it wasn’t too difficult, but I feel like there are some
aspects about like, troubleshooting that could be easier. I with the way
that I’ve been studying up. So I kind of just like send a job and then.”

4.2.3 Theme 3: Navigating the HPCWeb portal . The core reasons
users choose the web portal to access the cluster other than other
preferred methods were ease of access, efficiency and optimized
performance. Our results from the Think-aloud activity showed
that both Super and Non-superusers preferred to use the interactive
graphical user interface portal since it came with File Transfer, Job
Management, shell access and the ARCC Desktop features. This
made it very accessible for users to interact with the portal for their
activities.

Though it was evident users preferred the Interactive Desktop,
the current Graphical user interface had some cosmetic issues our
participants identified and recommended to make the portal more
accessible and usable as demonstrated through the following repre-
sentative quotes on this theme:

P4 “You know, Welcome to the ARC?, you know follow these steps
one upload your data too you know and then this is how to use open
on demand. I think just having that on this front page there’s other
things I think would make it better but.”

P3 “I’m using about the same amount of cores every time, so I’m
typically it’s like I’m. I’m running the same setup every time, so it
seems like going in and then having to type in the stuff I usually have.
and “Visual Studio code or Mathematica through a portal on open on
demand I there’s a I’d say there’s a decent likelihood I would use it."

4.3 Results from Heuristic Evaluation
A heuristic evaluation was conducted to assess the severity of us-
ability issues in the Interactive web-based Graphical User Desktop
for managing the HPC Cluster. The evaluation identified specific
violations directly impacting functionality and general violations
related to visual and functional design that could lead to usability
problems. The violations and their severity ratings are presented
in Figure 5.

In total, 18 problems with a severity rating of 0 or higher were
found, with 8 having a severity of 2 or higher. The main issues

Figure 4: A Text Analysis of Keywords from the Quantitative
Data

involved complex connection methods and user interface design
problems, such as large blank spaces and the lack of an intuitive job
status button. Other identified issues were minor cosmetic prob-
lems.

Figure 5: Results of Heuristic Evaluation.

5 RECOMMENDATION AND DISCUSSION
Our results show that users of the HPC Cluster managed by the Ad-
vanced Research Computing Center were satisfied with the services
provided by ARCC, as shown in Figure 3. This further proved that
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HPCs played a significant role in fostering the research capabilities
of researchers at the University of Cincinnati. Although there were
multiple alternatives for users to connect to the clusters, Open on-
Demand was the preferred connection method for job submission,
file transfer, and managing job queues.

To address our research question of how HPCs can be made
more accessible across disciplines in institutes of higher education,
specifically at the University of Cincinnati as our case study and
also providing standardized HPC tools, we recommend taking the
following actions:

• Develop a customized graphical user interface (GUI)
web HPC management portal. Considering the research
and user environment, this would be tailored to users’ needs
at the University of Cincinnati. Open On-Demand is an ex-
cellent HPC portal, but it is a generic system that other HPC
centers use to manage their clusters. However, designing an
accessible and customized GUI portal for the University of
Cincinnati would improve users’ needs and make their use of
the High-Performance Computing cluster more accessible.

• Allow the HPC to be internet-facing. This would allow
users to connect to the cluster off-campus, benefiting re-
searchers who need to access the cluster from home or other
locations. Also, this goes further to enable researchers, espe-
cially industry companies that require the cluster’s services,
to integrate third-party systems, e.g. APIs, to improve their
research needs. The clusters can be more secure by imple-
menting 2-factor authentication methods, e.g., the current
DUO system used university-wide to serve security needs.

• Workforce Development To increase workforce devel-
opment, ARCC should increase the frequency of training
sessions and introduce Advanced Level and speciality train-
ing for users. Users want to acquire academic credits when
these courses are taken, which we believe will encourage
novice and frequent users to attend the training sessions.
Training can be made mandatory regardless of your expe-
rience, especially new users, as an onboarding method for
new users of the cluster; this would help to ensure that all
users, irrespective of their experience level, have the skills
they need to use the HPC cluster effectively.

• Student Cluster Competition ARCC should introduce the
student cluster competition on campus, primarily partner-
ing with the School of Information Technology (SoIT) and
Engineering Faculty during the annual expo; this would be a
means of encouraging users to draw more interest to using
the High-Performance Computing Cluster.

Feedback from our survey respondents gave a general picture
of the current usage of the HPC Cluster. Graduate students from
departmental or research labs use the Cluster for their dissertations
and funded research. This proves the importance of designing a
customized HPCweb portal for the University of Cincinnati to make
the cluster more accessible for researchers across all disciplines.
This would make onboarding and usage of the cluster very easy
and direct. Training plays a pivotal role in onboarding users with
no experience and users with some experience with Linux/UNIX.
However, though some users have experience with Unix, using
a cluster requires some special skills, which is beneficial for all

users. Frequent training and introducing special programs like the
“Student Cluster Competition” will be an excellent initiative for
ARCC to solidify its name across the University of Cincinnati eco-
system.

6 LIMITATIONS AND FUTUREWORK
Our primary limitation was participant recruitment. Many super-
users were unavailable for various reasons, and non-super-users
were often hesitant about being recorded on video while perform-
ing basic tasks. Greater incentives might be necessary to encourage
user participation in future data collection. In future work, we
would expand our research criteria and participant pool to several
universities in various regions to encompass the broader HPC com-
munity. This broader focus would support our goal of making HPCs
accessible to researchers across all disciplines.

7 CONCLUSION
In this research, we conducted a usability study on how to make
HPCs accessible to users across all disciplines, and our case study
involved the users of the Advanced Research Computing Center at
the University of Cincinnati. Our results highlight several factors
that back the need for the Advanced research computing cluster to
build a customized, intuitive HPC management web portal. Overall,
our results indicated that both super and non-superusers preferred
using the Web-based HPC Management portal for job submission
and queue management, and implementing our recommendation
and future work would improve the ease of access to the cluster
and increase the confidence of our non-superusers since the portal
would make it easy for them to manage the cluster and implement
several technologies through a web-based portal. A critical con-
tribution from this study to workforce development is to expand
the training sessions, which have been very instrumental to many
users; this training is a resource to a lot of first-time users, especially
non-superusers and a few of our respondents, whowere on-boarded
through the training and have been using the cluster which has
made them superusers. This is a suitable means to encourage the
use of HPCs across all disciplines, which addresses the challenge
in our research question.

REFERENCES
[1] Amy Apon, Linh Ngo, Michael Payne, and Paul Wilson. 2014. Assessing the

effect of high performance computing capabilities on academic research output.
Empirical Economics 48 (02 2014). https://doi.org/10.1007/s00181-014-0833-7

[2] Amy W. Apon, Linh B. Ngo, Michael E. Payne, and Paul W. Wilson. 2015. As-
sessing the effect of high performance computing capabilities on academic re-
search output. Empir. Econ. 48, 1 (Feb. 2015), 283–312. https://doi.org/10.1007/
s00181-014-0833-7

[3] Advanced Research Computing at UC. 2019. Advanced Research Computing at
UC. https://arc.uc.edu/citing-the-arc/

[4] Michael A. Bauer. 2007. High Performance Computing: The Software Challenges.
In Proceedings of the 2007 InternationalWorkshop on Parallel Symbolic Computation
(PASCO ’07). Association for Computing Machinery, New York, NY, USA, 11–12.
https://doi.org/10.1145/1278177.1278180

[5] Patrice Calegari, Marc Levrier, and Paweł Balczyński. 2019. Web Portals for
High-performance Computing: A Survey. ACM Trans. Web 13, 1 (Feb. 2019), 1–36.
https://doi.org/10.1145/3197385

[6] Álvaro Fernández, Camino Fernández, José-Ángel Miguel-Dávila, and Miguel Á.
Conde. 2021. Integrating supercomputing clusters into education: a case study
in biotechnology. J. Supercomput. 77, 3 (March 2021), 2302–2325. https://doi.
org/10.1007/s11227-020-03360-5

[7] Interaction Design Foundation. 2021. What is Heuristic Evaluation?

Volume 16, Issue 1 Journal of Computational Science Education

26 March 2025

https://doi.org/10.1007/s00181-014-0833-7
https://doi.org/10.1007/s00181-014-0833-7
https://doi.org/10.1007/s00181-014-0833-7
https://arc.uc.edu/citing-the-arc/
https://doi.org/10.1145/1278177.1278180
https://doi.org/10.1145/3197385
https://doi.org/10.1007/s11227-020-03360-5
https://doi.org/10.1007/s11227-020-03360-5


[8] Michail N. Giannakos. 2014. Exploring Students Intentions to Study Computer
Science and Identifying the Differences among ICT and Programming Based
Courses. Turkish Online Journal of Educational Technology - TOJET 13, 4 (Oct.
2014), 36–46. https://eric.ed.gov/?id=EJ1043181

[9] Abid Haleem, Mohd Javaid, Mohd Asim Qadri, and Rajiv Suman. 2022. Under-
standing the role of digital technologies in education: A review. Sustainable
Operations and Computers 3 (Jan. 2022), 275–285. https://doi.org/10.1016/j.susoc.
2022.05.004

[10] Stephen Harrell, Hai Nam, Verónica Larrea, Kurt Keville, and Dan Kamalic. 2015.
Student Cluster Competition: A Multi-disciplinary Undergraduate HPC Educa-
tional Tool. https://doi.org/10.1145/2831425.2831428

[11] HPCC 2021. 2021. The 23rd IEEE int’l Conference on HPC and Communications.
Retrieved May 26, 2023] from http://www.ieee-hpcc.org/2021

[12] David E. Hudak, Douglas Johnson, Jeremy Nicklas, Eric Franz, Brian McMichael,
and Basil Gohar. 2016. Open OnDemand: Transforming Computational Science
Through Omnidisciplinary Software Cyberinfrastructure. In Proceedings of the
XSEDE16 Conference on Diversity, Big Data, and Science at Scale. Association
for Computing Machinery, New York, NY, USA, Article 43, 7 pages. https:
//doi.org/10.1145/2949550.2949644

[13] Barikisu Issaka. 2021. Alienating: how the portrayal of Muslim women in US media
affects Muslim women’s social identities. Ph.D. Dissertation. https://krex.k-state.
edu/handle/2097/41509

[14] Peter Kogge, S. Borkar, Dan Campbell, William Carlson, William Dally, Monty
Denneau, Paul Franzon, William Harrod, Jon Hiller, Stephen Keckler, Dean Klein,
and Robert Lucas. 2008. ExaScale Computing Study: Technology Challenges
in Achieving Exascale Systems. Defense Advanced Research Projects Agency
Information Processing Techniques Office (DARPA IPTO), Techinal Representative
15 (01 2008).

[15] Rolf Molich and Jakob Nielsen. 1990. Improving a human-computer dialogue.
Commun. ACM 33, 3 (1990), 338–348.

[16] Svati Murthy, Jess Kropczynski, and Shane Halse. 2022. Understanding Decision-
Making Needs of Open Government Data Users. https://doi.org/10.24251/HICSS.
2022.331

[17] Rajendra K. Raj, Carol J. Romanowski, John Impagliazzo, Sherif G. Aly, Brett A.
Becker, Juan Chen, Sheikh Ghafoor, Nasser Giacaman, Steven I. Gordon, Cruz Izu,
Shahram Rahimi, Michael P. Robson, and Neena Thota. 2020. High Performance
Computing Education: Current Challenges and Future Directions. In Proceedings
of the Working Group Reports on Innovation and Technology in Computer Science
Education (ITiCSE-WGR ’20). Association for Computing Machinery, New York,
NY, USA, 51–74. https://doi.org/10.1145/3437800.3439203

[18] Olga Scrivner, Gagandeep Singh, Sara Bouchard, Scott Hutcheson, Ben Fulton,
Matthew Link, and Katy Borner. 2018. XD Metrics on Demand Value Analytics:
Visualizing the Impact of Internal Information Technology Investments on Ex-
ternal Funding, Publications, and Collaboration Networks. Frontiers in Research
Metrics and Analytics 2 (01 2018). https://doi.org/10.3389/frma.2017.00010

[19] Craig A. Stewart, David Y. Hancock, Wernert Julie, Matthew R. Link, Nancy
Wilkins-Diehr, Therese Miller, Kelly Gaither, and Winona Snapp-Childs. 2018.
Return on Investment for three Cyberinfrastructure facilities: a local campus
supercomputer; the NSF-funded Jetstream cloud system; and XSEDE (the eXtreme
Science and Engineering Discovery Environment). https://scholarworks.iu.edu/

dspace/handle/2022/22590 [Online; accessed 26. May 2023].
[20] Craig A. Stewart, Stephen Simms, Beth Plale, Matthew R. Link, David Y. Hancock,

and Geoffrey C. Fox. 2010. What is Cyberinfrastructure? ACM (Oct. 2010).
https://scholarworks.iu.edu/dspace/handle/2022/12967

[21] Anna Sutton. 2016. Heasuring the Effects of Self-Awareness: Construction of the
Self-Awareness Outcomes Questionnaire - PMC. Europe’s journal of psychology.
https://doi.org/10.5964/ejop.v12i4.1178

[22] Jane Sutton, AnnaSutton and Zubin Austin. 2015. Qualitative Research: Data
Collection, Analysis, and Management. In The Canadian journal of hospital phar-
macy (vol. 68,3). The Canadian journal of hospital pharmacy, Article , numpages
= 68,3,.

[23] High Performance Systems. 2023. HPC everywhere: A quick-access web portal
for all things HPC-related at IU.

[24] Tasbakkori Teddlie, C. 2023. A. (2003). Major Issue and Controversies in the Use
of Mixed Methods in Social and Behavioral Sciences. In C. Teddlie, & A. Tasbakkori
(Eds.), Handbook of Mixed Methods in Social and Behavioral Sciences (pp. 3-50).
Thousand Oaks, CA SAGE. - References - Scientific Research Publishing. Ph.D.
Dissertation. https://www.scirp.org/(S(lz5mqp453edsnp55rrgjct55))/reference/
referencespapers.aspx?referenceid=2220642

[25] Abhinav Thota, Le Mai Weakley, Ben Fulton, H. E. Cicada Brokaw Dennis, Laura
Huber, Scott Michael, Winona Snapp-Childs, Stephen Lien Harrell, Alexander
Younts, Daniel T. Dietz, Christopher Phillips, and Xiao Zhu. 2019. Research
Computing Desktops: Demystifying Research Computing for Non-Linux Users. In
Proceedings of the Practice and Experience in Advanced Research Computing on Rise
of the Machines (Learning) (PEARC ’19). Association for Computing Machinery,
New York, NY, USA, Article 54, 8 pages. https://doi.org/10.1145/3332186.3332206

[26] U.S. National Science Foundation. 2023. Frameworks: Software NSCI-Open On-
Demand 2.0: Advancing Accessibility and Scalability for Computational Science
through Leveraged Software Cyberinfrastructure. Retrieved May 13, 2023] from
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1835725 NSF Award
Search - Award # 1835725.

[27] U.S. National Science Foundation. 2023. SI2-SSE: Open OnDemand: Transforming
Computational Science through Omnidisciplinary Software Cyberinfrastructure.
Retrieved May 13, 2023] from https://www.nsf.gov/awardsearch/showAward?
AWD_ID=1534949 NSF Award Search - Award # 1534949.

[28] Maaike J. Van den Haak, Menno D. T. de Jong, and Peter Jan Schellens. 2003.
Retrospective vs. concurrent think-aloud protocols: Testing the usability of an
online library catalogue. Behaviour & IT 22, 5 (Sept. 2003), 339–351. https:
//doi.org/10.1080/0044929031000

[29] XSEDE. 2022. A Brief History of High-Performance Computing (HPC) - XSEDE
Home - XSEDE Wiki. Retrieved 04/08/2022) from https://confluence.xsede.org/
pages/viewpage.action?pageId=1677620

[30] Il-Chul Yoon, Alan Sussman, and Adam Porter. 2005. And Away We Go: Under-
standing the Complexity of Launching Complex HPCApplications. In Proceedings
of the Second International Workshop on Software Engineering for High Perfor-
mance Computing System Applications (SE-HPCS ’05). Association for Computing
Machinery, New York, NY, USA, 45–49. https://doi.org/10.1145/1145319.1145333

[31] Jill Zarestky and Wolfgang Bangerth. 2014. Teaching High Performance Comput-
ing: Lessons from a Flipped Classroom, Project-Based Course on Finite Element
Methods. 34–41. https://doi.org/10.1109/EduHPC.2014.10

Journal of Computational Science Education Volume 16, Issue 1

March 2025 27

https://eric.ed.gov/?id=EJ1043181
https://doi.org/10.1016/j.susoc.2022.05.004
https://doi.org/10.1016/j.susoc.2022.05.004
https://doi.org/10.1145/2831425.2831428
http://www.ieee-hpcc.org/2021
https://doi.org/10.1145/2949550.2949644
https://doi.org/10.1145/2949550.2949644
https://krex.k-state.edu/handle/2097/41509
https://krex.k-state.edu/handle/2097/41509
https://doi.org/10.24251/HICSS.2022.331
https://doi.org/10.24251/HICSS.2022.331
https://doi.org/10.1145/3437800.3439203
https://doi.org/10.3389/frma.2017.00010
https://scholarworks.iu.edu/dspace/handle/2022/22590
https://scholarworks.iu.edu/dspace/handle/2022/22590
https://scholarworks.iu.edu/dspace/handle/2022/12967
https://doi.org/10.5964/ejop.v12i4.1178
https://www.scirp.org/(S(lz5mqp453edsnp55rrgjct55))/reference/referencespapers.aspx?referenceid=2220642
https://www.scirp.org/(S(lz5mqp453edsnp55rrgjct55))/reference/referencespapers.aspx?referenceid=2220642
https://doi.org/10.1145/3332186.3332206
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1835725
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1534949
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1534949
https://doi.org/10.1080/0044929031000
https://doi.org/10.1080/0044929031000
https://confluence.xsede.org/pages/viewpage.action?pageId=1677620
https://confluence.xsede.org/pages/viewpage.action?pageId=1677620
https://doi.org/10.1145/1145319.1145333
https://doi.org/10.1109/EduHPC.2014.10


Education and Support of Large Language Models in a Research
Institution

Juan José García Mesa
Arizona State University

jgarc111@asu.edu

Gil Speyer
Arizona State University

speyer@asu.edu

ABSTRACT
As the capabilities of large language models (LLMs) continue to 
expand, with more accurate and powerful models being released 
monthly, researchers and educators are increasingly eager to incor-
porate these tools into their work. The growing demand for this 
technology reflects its transformative potential in natural language 
and its impact on scientific research. However, as more users seek 
to harness the power of LLMs, the need to provide comprehensive 
education and scalable support becomes ever more critical. Our 
institution has recognized this challenge and developed a support 
framework to educate users through regular educational events, 
consultations, and project support. To address the growing need 
for LLM support, we have implemented several key strategies, in-
cluding deploying Jupyter Lab sessions using Open OnDemand 
for seamless HPC access and integrating cloud-based solutions via 
Jetstream2. We provide insights into our approach, detailing how 
we empower researchers and educators to leverage the capabilities 
of LLMs in their diverse applications.

KEYWORDS
Large Language Models, OpenOnDemand, Jetstream2

1 INTRODUCTION
The rapid advancement of large language models (LLMs) has sparked 
significant interest among researchers and educators, driven by the 
transformative potential in natural language processing and their 
broad applicability across various scientific disciplines. Our institu-
tion has recognized the challenges and opportunities presented by 
this evolving landscape and developed a support framework that 
addresses the educational and technical needs of our community. In 
response to external inquiries and the increasing interest observed 
during recent presentations about our efforts, we provide an en-
compassing view of our practices for supporting LLMs, focusing 
on the strategies and technologies that enable users to harness the 
full capabilities of these models.

Key technologies that form the backbone of our support infras-
tructure include Open OnDemand [6], Jupyter Notebooks [8], and 
Jetstream2 [5]. In addition, we leverage Python packages such as 
LangChain for building scalable LLM applications, Hugging Face 
for accessing a vast repository of pre-trained models [10], and Gra-
dio for creating intuitive interfaces for LLM-driven applications [1].
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Combined with the technical expertise of maintainers and facilita-
tors from our university staff, these tools create a robust ecosystem
that empowers researchers and educators to explore new frontiers
in their work.

Here we detail our approach, highlighting the methods and tools
we employ to educate users, facilitate LLM adoption, and provide
ongoing support for a wide range of projects. By sharing our ex-
periences, we hope to contribute valuable insights to the broader
community engaged in similar efforts.

2 TEACHING AND SUPPORT OPPORTUNITIES
2.1 Building Foundational Knowledge
To facilitate the effective use of LLMs, our institution conducts
a series of teaching workshops throughout the year designed to
introduce users to both the theoretical and practical aspects of these
models. These workshops cover:

• An overview of the available HPC resources, how to request
resources, and best practices for optimal usage

• Requesting a Jupyter lab session with GPUs and adequate
memory using Open OnDemand

• Question-answer chatbot use cases using a Jupyter Notebook
• Retrieval-augmented generation
• How to submit batch queries for large datasets
• Fielding questions and providing guidance

Through these workshops, participants gain the necessary skills to
initiate their own projects employing LLMs in their research and
teaching activities. In addition, our department organizes day-long
events each academic semester to display the research technology
tools available and showcase success stories within our community,
including a high number of cases that leverage artificial intelligence
applications. Researchers from our institution who have benefited
from using the available services present their work to the commu-
nity.

2.2 Consultation and Project Support
Beyond workshops, we engage in collaborations with faculty and
researchers, offering specialized support for projects that use ad-
vanced LLM capabilities. Our involvement includes:

• Consultation and planning: assisting in the design of experi-
ments and the selection of appropriate models.

• Resource provisioning: allocating resources, including GPUs,
ensuring that large-scale LLM experiments are executed
efficiently.

• Skill development: ongoing training and mentorship to help
users adapt to evolving LLM technologies.
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• Execution and results: in limited cases, we work alongside
the researcher during the majority of the project and assist
in running the experiments.

Often these projects are exploratory and having an experienced fa-
cilitator helps advance progress. Furthermore, these commitments
ensure that complex LLM-based projects receive the sustained sup-
port they need to succeed.

3 FRAMEWORK
3.1 Institution-Supported Web Interface
Open OnDemand, an NSF-funded open-source HPC portal, plays a
crucial role in our user support strategy. This web-based interface
simplifies the use of HPC resources that require or are enhanced
by a graphic interface, creating an accessible option for users to
launch Jupyter lab sessions and run LLMs.

To further streamline user experience and system efficiency,
we provide pre-downloaded models. This approach reduces the
need for users to fetch and load models individually, which not
only simplifies their workflow but also helps us, as maintainers, to
troubleshoot issues more effectively. Additionally, pre-downloading
models reduce the memory footprint on the system, ensuring a
more stable and efficient environment for all users. In line with this
effort to streamline resources, we recommend the use of permanent
databases that are created once and queried multiple times, using
technologies such as ChromaDB.

We also offer existingmaterials that implement a user-friendly in-
terface to run question-and-answer chats [9] and retrieval-augmented
generation [4]. By lowering the barrier to entry, OpenOnDemand
enables a wider range of users to take advantage of our LLM support
infrastructure.

3.2 Command Line Interface for Batch Queries
Jupyter notebooks provide intuitive and interactive access to LLMs.
However, this approach lacks scalability. For users with command-
line experience, we provide Python and sbatch template scripts to
process LLM queries in parallel.

3.3 Cloud Computing with Jetstream2
Our institution also leverages cloud-based resources through Jet-
stream2, a national science and engineering cloud funded by the
NSF and made accessible through the ACCESS [2] and Campus
Champions [3] programs. Jetstream2 offers 8 petaFLOPS of super-
computing power, designed to simplify data analysis and support
AI-driven research. It provides researchers with on-demand access
to interactive computing resources, including a library of virtual
machines and shared software for creating customized research
environments. This user-friendly platform enables researchers to
build personalized virtual machines or private computing systems.
Key benefits include:

• Flexibility: provisioning virtual machines tailored to the spe-
cific needs of LLM projects, including custom configurations
for GPU and memory.

• Availability: reduced waiting time for the compute nodes.
• Usability: Jetstream2 allows the creation of pre-defined im-
ages that users can deploy without requiring setup.

• Collaboration: facilitating collaborative efforts across insti-
tutions through shared access to cloud-based environments.

Offered as a specialty request, the integration of Jetstream2with our
existing HPC framework provides a flexible, scalable solution that
complements our on-premise resources. Notably, this resource pro-
vides the means to operationalize proof-of-concept projects initially
developed on Sol, ASU’s flagship supercomputer [7]. Additionally,
Jetstream2 offers the capability to provision sustained instances
that are continually accessible, ensuring the long-term stability of
research tasks.

3.4 Infrastructure
Awell-known issue in supporting artificial intelligence applications
is the resource-intensive nature of the workflows that translates to a
high demand for resources, especially GPUs. The combined request
for these resources in a large research institution can often create
bottlenecks that result in long waiting times. At our institution, we
have implemented several measures to alleviate this situation that
focus on improving efficiency. We advise our users to choose the
most fitting node partition and quality of service flag to increase
the pool of possible nodes where their jobs can land. Specifically for
GPUs, we offer the ability to specify different models (i.e., Nvidia
A30 vs Nvidia A100 40GiB vs Nvidia A100 80GiB vs first available).
We also leverage multi-instance GPU (MIG) slices, which facilitate
efficient resource utilization and work well for quantized models.
When applied to our Nvidia A100 GPUs, the 20GiB MIG slices allow
comfortably running LLMs with up to 8 billion parameters.

4 DISCUSSION
Users of LLMs range from novices wanting to evaluate their poten-
tial applications for their research to experts training foundational
models or fine-tuning existing ones. The former presents a use case
where education and plug-and-play materials are key, offered by
our regularly schedule workshops and by-appointment consulta-
tions. The latter, and ultimately all cases present a heavy demand
for resources. We mitigate this by taking advantage of MIG slices,
a curated hierarchy of node and GPU specifications, and offering
consultations to researchers wanting to optimize their computa-
tions.

5 CONCLUSION
Supporting large language models at our institution, from proof-of-
concept to sustained instances, requires a multifaceted effort that
combines educational initiatives, sustained project collaboration,
and a wide array of advanced computational resources. By leverag-
ing tools such as Open OnDemand and Jetstream2, commonly and
easily implemented in centralized systems, and an active outreach
program that educates users about efficiency best practices, we em-
power our users to explore the full potential of LLMs in their work,
contributing to the broader academic and research community.
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ABSTRACT
TheHPCCarpentry project aims to develop highly interactive work-
shop training materials to empower novices to effectively leverage
HPC to solve scientific and technical problems in their domains.
Modeled after The Carpentries training programs, the project’s goal
is to develop foundational HPC skills and a sense of empowerment,
rather than expertise. The workshop setting provides learners with
hands-on experience that elicits confidence working with HPC
systems and provides sufficient vocabulary to make subsequent
self-study more effective.

In a major milestone, the steering committee is leading HPC
Carpentry through the formal incubation process to become an
official Carpentries lesson program alongside the existing Software,
Data, and Library Carpentry programs. This achievement is the
product of significant work over the past several years, incorporat-
ing valuable materials from many contributors. Our most recent
focus has been developing materials for a user workshop. We begin
with an introduction to the command-line shell (using Software
Carpentry’s Unix Shell lesson), followed by our Introduction to
HPC lesson, covering remote access and resource management. We
end with a newly developed lesson on HPC workflow management,
which walks learners through the execution of a scaling study on
an HPC system, emphasizing both the benefits and limitations of
the system for domain applications. This workshop program was
recently run in full at the Lawrence Livermore National Laboratory.

Future plans include building a developer workshop, reconnect-
ing with disparate contributors, and engaging with the broader
community through regular open conference calls and outreach.
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1 BACKGROUND
HPC Carpentry [12] is an informal training project with a mission to 
provide a set of lessons aimed at introducing the basic “know-how” 
of running applications on high-performance computing (HPC) 
resources to new audiences, including investigators from fields 
which are not traditional users of HPC systems, as well as novice 
users from fields in which HPC is commonly used. Eventually, the 
project’s goal is to empower HPC novices to effectively leverage 
HPC to solve scientific and technical problems in their respective 
domains. The project paves the way for the potential users from 
non-traditional HPC disciplines to tap into HPC resources for their 
data analysis, modeling, and simulation needs while remaining 
relevant for beginners from the traditional HPC disciplines.

The project is patterned after the broader Carpentries [11] project, 
and adopts many of that organization’s priorities, including an 
emphasis on accessibility and open-source materials. The current 
project is the product of significant work over the past several years, 
incorporating valuable materials from many contributors.

1.1 History
Efforts we have drawn on include materials from Compute Canada 
(now the Digital Research Alliance of Canada), and Peter Stein-
bach’s "HPC In A Day" lessons. The community had numerous 
important discussions at a birds-of-a-feather event at the SC17 con-
ference, at CarpentryCon in 2018, and another birds-of-a-feather 
session at the SC18 conference.

The current leadership team coalesced around the content at the 
end of 2019, when competing demands absorbed the attention of 
many previous contributors. During the height of the COVID-19 
pandemic, the new team had useful discussions with the Carpen-
tries curriculum development team at CarpentryCon 2020@Home,
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where the idea of seeking to become a new lesson program along-
side Software Carpentry, Data Carpentry and Library Carpentry be-
gan to be seriously considered. Several of our lessons benefited from
learner feedback following workshops [15], especially a semester-
long HPC workshop piloted at BRAC University [7]. This proof-
of-concept began in 2020 to provide the students of Parallel, Dis-
tributed, & High-Performance Computing (HPC) and Distributed
Computing Systems their first exposure to HPC through these
open-source lessons.

In 2021, a number of HPC Carpentry lessons were moved into the
Carpentries Incubator, and the strategic plan for workshop develop-
ment began to come into focus. To gather community perspectives,
a bird of a feature session was held at SC’21 [17]. The project had a
significant presence at CarpentryCon 2022, including a sprint that
began serious development on the workflow lesson

Since the SC23 conference session on HPC Carpentry – A Scal-
able, Peer-Reviewed Training Program to Democratize HPC Ac-
cess [18], we have become much better connected with the broader
HPC education community, which has already led to new contribu-
tors and workshop opportunities.

2 LESSON DEVELOPMENT EFFORTS
The recent focus of HPC Carpentry has been the development of a
complete workshop program for new HPC users.

2.1 HPC User Workshop
The HPC User workshop consists of three lessons and targets HPC
novices. Though we see variety in learner profiles, an example
learner might come to an HPC user workshop with some back-
ground in a domain science and a research problem that requires
the use of HPC or cluster resources; that user may or may not
have former programming experience in a laptop or desktop en-
vironment. The workshop aims to cultivate basic HPC skills and
a sense of self-efficacy for post-workshop learning; additionally,
key themes of the workshop are automation, reproducibility, and
reusability.

We begin with an introduction to the command-line interface
using Software Carpentry’s Unix Shell lesson [16]. This lesson gives
learners a basic familiarity with command-line operations in the
shell, the structure of Unix commands, and the use of arguments to
control the behavior of the command, as well as basic operations
on hierarchical file systems.

This lesson is followed by our Introduction to High Performance
Computing lesson [13], covering remote access and resource man-
agement. Starting where the Unix Shell lesson leaves off, it begins
by introducing clusters and how to connect to them over SSH.
Learners then explore remote resources and differences from tradi-
tional desktop machines, e.g., distinguishing between “login” and
“compute nodes”. They learn to launch and investigate jobs on com-
pute nodes using Slurm, the resource manager used throughout
this lesson, and to customize their software environment through
the module system. This lesson also introduces how to execute
parallel tasks over distributed resources using an MPI-parallelized
mini-application called ‘amdahl’ that mimics the scaling behavior
of a parallel program retaining serial sections.

We end with a newly developed lesson on HPC workflow man-
agement [14], which walks learners through the specification and
execution of a scaling study on an HPC system, emphasizing both
the benefits and limitations of HPC systems for domain applications.
Instead of writing a series of Slurm job scripts that run the amdahl
binary with different parameters, learners automate a workflow
that sweeps their scaling study’s parameter space using a workflow
tool (either Snakemake or Maestro).

This set of three lessons is sufficient to offer a two-day hands-on
workshop in a format similar to that of the Software Carpentry or
Data Carpentry workshops.

2.2 HPC Developer Workshop
The project plans to develop more advanced training resources
for HPC developers. Whereas target learners for the HPC User
Workshop may only need to run pre-built software for their work
and research, target learners for the HPC Developer Workshop
are expected to have software development tasks and experience
programming outside an HPC environment. In this workshop, in-
structors will have the option to substitute the workflow lesson
with a coding exercise in a parallel framework such as MPI, for
example.

The content for the HPC Developer Workshop’s lesson on paral-
lel programming will likely grow from existing sources. For exam-
ple, several relevant lessons, including an introduction to parallel
programming using the Chapel programming language, already ex-
ist within the Carpentries Incubator. A lesson using Programming
Big Data with R (pbdR) is also in development [9]. Furthermore, we
have received engagement from HPC community members at large
who explore the potential of merging their in-house lessons into
HPC Carpentry’s lesson portfolio. This is still an ongoing effort
and engagement with the community.

2.3 Customizing Workshop Materials
Lesson material customizations may be desired to better reflect
the configuration of a workshop host’s HPC resources or to better
address the needs of a particular learner audience. There are two
principle ways that the lessons can be adapted to local resources.

Firstly, the HPC Intro lesson has a "snippet library", which allows
the rendered lesson to be customized to use the correct resource
manager for a site (Slurm, GridEngine, or Torque) and to present the
correct machine names and site-specific command arguments. Mak-
ing these customizations reduces cognitive load for the Instructor
during the workshop and provides correct commands for learners
revisiting the content afterwards.

Secondly, these lessons are modular. Individual modules can be
dropped if they are inappropriate for a particular site. Because these
lessons are primarily meant to be presented in real time to learners,
instructors can and should "read the room", or consult with helpers,
to decide when to slow down or dive deeper into particular parts
of the material.

In keeping with Carpentries best practice, all of this material
is open-source and freely licensed (CC BY-4.0). We share the Car-
pentries’ commitment to continuous improvement of the lessons
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through learner and instructor feedback. This mechanism also al-
lows others from the community to adapt and re-use the material
as they see fit.

2.4 Building Community
Additionally, we plan to boost our engagement both with the Car-
pentries and the HPC community through specific interactions
at Carpentries events, such as the CarpentriesConnect’24 in Hei-
delberg, Germany. Beyond the core curriculum—proposed in the
Lesson Program Incubator—we want to discuss with the commu-
nity, which other lessons exist, are in development, or even planned,
that are relevant to the HPC Carpentry, and how to integrate them
within HPC Carpentry. To enable such discussion, lesson develop-
ment is done in the open on GitHub and there are bi-monthly online
calls. This will be highly valuable for enabling a broader topic range
for the proposed HPC Developer Workshops and ensures in-depth
engagement of additional instructors and lesson developers as well
as keeping the available topics relevant.

3 RECENTWORKSHOPS
The complete HPC Carpentry workshop program for new users
was recently offered online for the BioNT project in February of
2024 [10] and at Lawrence Livermore National Laboratory in June
of 2024. The HPC Intro lesson was offered as a stand-alone unit
at the National Institute of Standards and Technology in July of
2024. Previous workshops were held at University College Dublin,
BRAC University, Helmholtz Einstein International Berlin Research
School in Data Science (HEIBRiDS), University of Mauritius, Florida
International University, Delft University of Technology, National
Institute of Standards and Technology, and EPFL CECAM.

Feedback from these workshops has been crucial in improving
the lesson material.

3.1 Gathering Attendee Feedback
In keeping with the Carpentries’ methods, HPC Carpentry work-
shop feedback is solicited in three primary ways. First, prior to the
workshop, a pre-workshop survey gathers information about the
attendees’ skill levels and familiarity with programming concepts.
The instructors can then attempt to present workshop content at
the level best suited to each unique audience. Second, throughout
the workshop, users are asked to use colored sticky notes to in-
dicate whether they are keeping up with the instructor or if they
require assistance catching up from one of the non-lecturing in-
structors circulating the room. At the end of each in-person session,
instructors will also sometimes prompt their learners to leave writ-
ten comments on sticky notes (typically, one good thing, one bad
thing). These methods help to capture learner feedback with little
overhead and while it is still fresh, presenting the instructors with
realtime feedback on the pacing and clarity of their instruction as
well as the quality of the content. Third, a post-workshop survey
gathers information about the attendees’ workshop experience and
their level of comfort with the concepts treated in the workshop.
These post-workshop responses allow us to modify our material
and approach for future workshops.

3.2 Lessons Learned
From the run-up to the BioNT workshop, we discovered some
important version-specific updates in the workflow tool we chose
to use (Snakemake), which required significant modifications to
the draft lesson to accommodate.

From the Lawrence Livermore workshop, we heard from learners
that the process of building up a workflow configuration file is
sensitive to a loss of context: if a learner misses a step, it’s hard to
recover, because the next version of the file depends on a consistent
prior version. Having a shared virtual notepad with “checkpoint”
versions of the relevant files can help learners recover the needed
context and not lose the thread of the lesson. The instructor team
used such a notepad to catch learners up in real time during the
latter part of the LLNL workshop, as well as using the give tool to
transfer files in their entirety [6].

The NIST lesson was run for members of that institution’s Sum-
mer Undergraduate Research Fellowship program. Learners self-
selected based on a published invitation, and the instructor team
found it beneficial to teach the lesson more slowly and with deeper
attention to the details of the commands than had been the case
at preceding Livermore workshop. This provided a very striking
example of adapting the lesson to the room, which is a significant
benefit of live workshops.

3.3 HPC Infrastructure
One important issue we are facing in offering HPC Carpentry work-
shops is the need for HPC infrastructure for learners to use during
the workshop. While some HPC site operators have their own HPC
systems to conduct their own workshop, others, particularly from
under-resourced institutions, do not have their own HPC resources.
More recently, we have acquired support from Jetstream2 through
ACCESS to set up a “standard” reference HPC Carpentry cluster in
a virtual-machine-based environment. The cluster set-up has been
prepared in an automated fashion using the Magic Castle tool [4],
built on the Terraform cloud provisioning tool [5]. This effort could
pave the way to allow instructors to configure their own clusters,
irrespective of the existence of a local HPC cluster in their own
institution. This provisioning scheme is itself open-source, and sig-
nificantly lowers the barrier to HPC operations for anyone in the
community.

A cluster alone is not enough, one also needs a software stack.
Magic Castle provides the user with a complete HPC cluster soft-
ware environment including a Slurm scheduler, a Globus Endpoint,
JupyterHub, LDAP, DNS, and over 3000 research software appli-
cations compiled by experts. With respect to a scientific software
stack, Magic Castle provides two primary options: the Digital Re-
search Alliance of Canada (the Alliance) software stack [2], and the
European Environment for Scientific Software installations (EESSI)
[3]. Both of these are distributed via CernVM-FS [1] and can be
easily utilised by the participants after the workshop.

4 CARPENTRIES LESSON PROGRAM
INCUBATION

In a major milestone, the steering committee is leading the project
through the formal incubation process towards becoming an official
Carpentries lesson program alongside the existing Software, Data,
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and Library Carpentry programs. This process is expected to last
for about 18 months, with expected completion in December 2025.
We hope to establish a strong community, a useful set of lessons
and a good governance process by that time.
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tributed, & High-Performance Computing (HPC) at BRAC Univer-
sity [7] through HPC Carpentry Workshops were made possible
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initiative LearnHPC [8] and the recent JetStream2 arranged by Alan
O’Cais, Intel Dev Cloud, Amazon Cloud and other resources ar-
ranged by Benson Muite, Oracle Cloud arranged by Annajiat Alim
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ABSTRACT
In this paper, we present an educational project aimed to introduce 
students to the technology behind Captive Portals infrastructures. 
For doing this, we developed a series of modules to emphasize each 
of the different aspects and features of this technology. The project 
is based on an open source implementation which is widely used 
in many computer network courses, making it well-suited and very 
appealing for instructors and practitioners in this field.

KEYWORDS
Computer Networks, Captive Portal, Computer Science Education

1 INTRODUCTION
A Captive Portal is a form of network connectivity where access 
to the Internet is restricted until certain requirements are satisfied. 
It presents the access-point provider’s requirements through an 
interface, typically a web-page type, such as reading advertisements, 
accepting acceptable usage policies, or providing some form of 
credentials [6].

Nowadays, Captive Portals are ubiquitous in our lives. Whether 
we are in airports, hotels, or restaurants, Captive Portals have al-
ways provided an easy way to authenticate our identity and access 
the Internet. Although the time spent interacting with Captive Por-
tal interfaces is short and in some cases considered a formality, 
the technology encompasses a rich set of network protocols and 
authentication processes. HPC and distributed compute systems 
can use this approach to validate users and access to resources, e.g. 
gateways to specialized portals, disclose systems’ policies, etc. Au-
tomated pop-ups from a mobile phone or computer device further 
illustrate the versatility and complexity of this technology. These 
features will stimulate people’s curiosity and encourage them to 
further explore the field of computer network security and infras-
tructure [1].
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The pervasive nature of Captive Portals in everyday scenarios
presents a unique opportunity for computer science educational ex-
ploration, especially in the field of computer networks. Students are
already familiar with the user-oriented aspects of the technology
and are standing on the threshold of deeper exploratory learning.
By demystifying the core principles of Captive Portals, we can
transform students’ casual encounters with this technology into
profound learning experiences. This educational journey promises
not only to help students gain a deeper understanding of network
communications and its related protocols, but also to foster crit-
ical thinking about the security measures inherent in seemingly
mundane digital interactions.

The teaching case model proposed in this paper is an innovative
educational tool designed to explore Captive Portal technology
in depth through hands-on practice, thereby promoting students’
comprehensive understanding of basic network technologies. By
simulating the operation of a typical Captive Portal, students are
able to intuitively learn and understand the core technical principles
in networking, including the reasons for the use of media access
control (MAC) addresses, the role of address resolution protocol
(ARP) requests, the working mechanism of switches, the processing
of domain name system (DNS) requests, the methods of applying
web servers, and the key differences between HTTP and HTTPS.
This type of learning is not limited to academic exploration; it also
helps students relate their theoretical knowledge to the construction
and operation of networks in their daily lives, leading to a more
intuitive understanding of how networks work.

This model emphasizes the close integration of technology and
life, encouraging students to become more engaged in their studies
by increasing their interest, while also developing their practical
application skills [7]. Through this model, students are able to not
only grasp the technical fundamentals of the Captive Portal system,
but also critically assess its security and further understand the im-
portance of network security and infrastructure. This pedagogical
approach seeks to bridge theoretical knowledge with its practical
application, enabling students to apply what they have learned
to solve real-life network problems they may encounter, thereby
developing their comprehensive understanding and application
skills.

2 DESIGN PRINCIPLES
2.1 Introduction to Design Principles
The Captive Portal instructional project is underpinned by a set of
core design principles aimed at maximizing the educational value
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for students. These principles are crafted to ensure a blend of practi-
cal learning experiences with a strong theoretical foundation. By en-
gaging students in hands-on activities involving Software-Defined
Networking (SDN) and Captive Portal technologies, the project
bridges the gap between conceptual knowledge and real-world ap-
plications. The overarching goal is to foster a deep understanding
of network communication principles, system architecture, and the
challenges of implementing network-based applications.

2.2 Extensive Coding Instructions
Central to our approach is the provision of detailed coding instruc-
tions and guidelines. Before embarking on code development, stu-
dents are required to engage with comprehensive documentation
that outlines the system’s architecture, design considerations, and
specific module requirements. This preparatory step is designed to
shift the focus from minutiae to the broader system perspective, en-
couraging students to appreciate the interconnectedness of system
components. Supplementary resources, including helper functions
and baseline code, are provided to streamline the implementation
process, enabling students to concentrate on solving more complex
problems.

2.3 Modular Design
Acknowledging the diverse focus areas and difficulty levels required
across different courses, the Captive Portal project is inherently
modular. This flexibility allows instructors to tailor the project to
fit educational objectives, selecting modules that align with specific
aspects of networking, such as SDN or DNS. Moreover, the mod-
ularity supports scalability in complexity, making it suitable for a
wide range of student expertise. Such a design not only enhances
the learning experience but also empowers educators to customize
the curriculum to meet students’ needs more effectively.

2.4 Critical Thinking and Problem-Solving
The tiered difficulty levels within the modular design introduce a
unique opportunity for critical evaluation. Students are challenged
to assess the adequacy of the current module design, promoting
critical thinking. This evaluative process deepens their understand-
ing of the system, encouraging a thoughtful consideration of design
efficiency, scalability, and performance. Through this, students de-
velop a keen eye for optimizing solutions, a skill critical in the fields
of HPC and technology development [3].

2.5 Stable Development Environment
Recognizing the complexity of setting up a development environ-
ment for such a diverse project, we provide a pre-configured virtual
environment. This environment includes all necessary dependen-
cies and tools, ensuring uniformity across all modules. By elimi-
nating the setup barriers, students can immediately focus on the
learning objectives and practical experience, rather than grappling
with configuration challenges.

2.6 Test-Driven Development
Embracing best practices in software development, the project em-
phasizes test-driven development (TDD). For each module, com-
prehensive test suites are provided, guiding students through the

Figure 1: Basic structure for a typical Captive Portal configu-
ration.

development process. This approach not only facilitates immediate
feedback on the correctness of implementations but also instills a
disciplined coding methodology [4]. By integrating TDD, students
learn to prioritize functionality and reliability from the outset, a
practice that significantly benefits their future professional endeav-
ors.

3 IMPLEMENTATION
For our project we decided to use an open-source tool named
mininet –https://mininet.org/– [5, 9], which has been widely used
and adapted in many computer networks courses due to its versatil-
ity, flexibility and open approach. Employing mininet as a software
defined network (SDN) solution, we developed our main infrastruc-
ture for the teaching modules and educational projects.

Fig. 1 depicts a typical infrastructure for a Captive Portal de-
ployment, where users and servers are connected through two
Switches.

Using SDN technology, we can manage connections at the link
layer, directing users with unique MAC addresses either to the
network address translation (NAT) or to the Captive Portal server.
However, since the network layer focuses solely on delivering data
to the correct IP address without regard to the connection’s sta-
tus, we employ specific techniques to reroute user requests to the
appropriate server.

One possible method is the so-called DNS Spoofing – see Fig. 2. In
this case when a user tries to access an external website, their device
sends out a DNS request to find the website’s IP address. Normally,
this would lead them to the intended website, but we intervene by
using a special DNS server. This server directs all domain name
requests to the Captive Portal server, ensuring the user encounters
the authentication page regardless of their intended destination.

Another approach we use is IP Forgery. With this technique,
when a user‘s device sends a DNS request, we provide the correct
IP address. However, when the user attempts to access the website,
we intercept the web request and respond with an HTTP redirect
message that redirects the user to the Captive Portal server’s domain
name. The user‘s second connection will connect to the Captive
Portal server.

Regardless of the specific methodology used, the framework of
the entire project is fixed, as shown in Figs. 3 and 4.
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IP: 10.0.0.1

Figure 2: Sequence Diagram of Captive Portal with DNS Spoofing Technology

4 MODULES
In this section we describe the main modules/projects we have
originally designed with the goal of guiding interested readers
through the different instances of the Captive Portal technology.

The details of the implementations, along with specific exam-
ples, demos and any software and configuration details are avail-
able in our public repository, https://github.com/Lianting-Wang/
Captive-Portal-Education.

Further details about these are also available in Appendix A.

• Module 1 - TCP Sever and Client: This module lays the
foundational understanding of TCP connections, vital for
implementing captive portal projects. It aims to solidify stu-
dents’ network programming skills and introduce them to
Python coding for network applications.

• Module 2 - SDNSwitch: Focuses on understanding Software-
Defined Networking (SDN) controllers and the manipulation
of network traffic. Through hands-on practice with the POX
SDN Controller, students will learn how to program switches
and process network packets.

• Module 3 - DNS Server: Introduces the functionality and
implementation of DNS servers within the context of captive
portal technology. This module covers different approaches

to handling DNS requests, emphasizing hands-on experience
with DNS manipulation.

• Module 4 - Web Server: Explores the deployment and con-
figuration of a local web server to interact directly with
network requests, crucial for the operation of a captive por-
tal.

• Module 5 - Mininet Script: Delves into network simulation
using Mininet, teaching students to construct and modify
network topologies to route user requests through specific
servers, mimicking a captive portal environment.

5 CODE PROVISIONING TOOLS
To facilitate a streamlined educational experience in Captive Portal
development, we have implemented a comprehensive suite of code
provisioning tools, designed to integrate seamlessly into academic
settings. This suite includes a meticulously crafted flowchart –see
Fig. 5– and an accompanying website, which together serve as a
central hub for instructional resources and starter code packages
tailored to various teaching objectives. These tools, in addition
to other elements, like demos and tutorials can be found in our
publicly available repository:

https://github.com/Lianting-Wang/Captive-Portal-Education.
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POX

Figure 3: Framework of Captive Portal project.

Figure 4: Simplified view of the main components of the
Captive Portal setup as described in Fig. 3: POX controler,
mininet SDN emulator, and TCP server.

In addition to that, we have developed an automated script to
assist users with the setup process, as well as, an automated test
script, which also verifies whether the environment is configured
correctly.

5.1 Flowchart Design
The flowchart, Fig. 5, is engineered to guide educators through a
structured selection process, enabling them to identify and choose
the most appropriate instructional materials and starting code bases
that align with their specific teaching goals and the learning out-
comes desired for their students. This visual tool simplifies the
complexity of course design by categorizing materials based on
topics, difficulty levels, and the progression of concepts essential to
Captive Portal development.

5.2 Website Interface
Complementing the flowchart, the website offers an intuitive, user-
friendly platform where educators can effortlessly download pre-
packaged instructional materials and starting code. This eliminates
the traditionally time-consuming process of manual compilation
and customization of teaching resources. Educators can make se-
lections based on the guidance provided by the flowchart, with the
website offering detailed descriptions, download links, and addi-
tional resources for each package.

5.3 Key Features
• Customization: Educators can customize packages to suit the
unique needs of their curriculum, allowing for flexibility in
teaching advanced topics or focusing on foundational skills.

• Accessibility: The website ensures easy access to up-to-date
materials, fostering an adaptive learning environment that
can quickly respond to the evolving landscape of Captive
Portal technologies.

6 DISCUSSION
The transition to environments supportive of Apple’s M-series chips
has unveiled challenges, notably in virtualization capabilities crucial
for educational settings. Our ongoing efforts to integrate Docker
as a foundational component for our instructional environment
have encountered obstacles, particularly with the integration of
the X Window System. Despite these hurdles, we remain optimistic
about resolving these issues, ensuring a seamless experience across
diverse hardware platforms.

An alternative to be considered for Apple silicon, would be al-
ternative emulation environments like the one offered by EMU
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Are students interested in network engineering?

Are students have knowledge and experience related to DNS?

No Do students need foundational network programming?

Yes

Are students interested in understanding DNS?

Are students interested in Web development?Module 3: DNS Server Implementation

Yes

Module 4: Web Server Frontend and Backend Implementation

Yes

Are students have knowledge and experience related to web?

Yes

Yes

Are students have knowledge and experience with Switch.

No

Module 1: TCP Server/Client

Yes

Module 2: Switch Implementation

Yes

Do students have experience with network simulation tools?

Module 5: Mininet Implementation

Yes

Figure 5: Captive Portal educationmodules recomendation system – flowchart used to determinewhatmodules are recommended
to use based on the desired educational targets and goals. Also available as an interactive tool in the web-interface from the
Captive Portal educational repository.

(https://getutm.app/) or UTM (https://www.qemu.org/). In these
cases, it would require porting the whole infrastructure associated
to the SDN layer and additional components of the Captive Portal
implementation.

In the past, we have also students attempting a fresh installation
and compilation of mininet on native Mac OS with relative success
although this it not complexly clear is a solution that implies a
substantial efforts commitment as well as is not clear whether it
will be sustained in time.

We believe this is important information to share from educators
perspective, as it has proven to be an additional annoyance for some
students to deal with. The palliative solution we offer some of our
students is to use Linux based lab. machines, which can be accessed
in-situ as well as remotely – for in which cases, we will teaching
technologies such as remote connectivity via ssh, X-forwarding,
VNC and even VPN due to universities policies and cyber-security
best practices [8].

In addition to platform compatibility concerns, our evaluation
of Mininet –sometimes also considered as a lightweight network
simulation tool– has revealed limitations in its capacity to simu-
late hardware intricacies accurately. This shortfall has prompted
a quest for more sophisticated alternatives capable of delivering a
purer simulation experience. Our aim is to enrich the educational
experience by offering students hands-on exposure to configuring
a variety of network protocols from the ground up. This endeavor
seeks to bridge theoretical knowledge with practical application,
enhancing the comprehensiveness of our instructional approach.

7 CONCLUSIONS
In this work we present a module-based project aiming to familiar-
ize students with Captive Portal technologies. We do so, by using a
series of small problems employing the mininet SDN tool.

Our project is open source and hosted in publicly available repos-
itory, emphasizing relevant aspects of its open source approach,
such as reproducibility, modularity and sustainability. Furthermore,
because of its openness, it is possible to continue to grow this
project, by adding more modules, accepting contributions from the
community, etc.

In conclusion, the development and implementation of a Cap-
tive Portal model for educational purposes embodies a concrete
contribution to enrich computing education. By integrating compre-
hensive technical content related to computer networks, this model
not only illuminates the operational essence of Captive Portals but
also paves the way for additional educational practices in the field
of computing and information technology.
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Module 1: TCP Server and Client
This module lays the foundational understanding of TCP connections, vital for implementing captive portal projects. It aims to
solidify students’ network programming skills and introduce them to Python coding for network applications.
Objectives

• Comprehend the architecture and function of TCP servers and clients.
• Understand the reason for using TCP to exchange information in Captive Portal.
• Have a general understanding of the entire Captive Portal framework.

Pre-requisites Implementations Learning Outcomes
Basic understanding of TCP packets and
python scripting.

Set up a TCP client inMininet and enable it
to communicate with a TCP server hosted
in the virtual machine.

Students will gain hands-on experience
with network programming, enhancing
their understanding of how data is reliably
transmitted across a network.

Module 2: SDN Switch
Focuses on understanding Software-Defined Networking (SDN) controllers and the manipulation of network traffic. Through
hands-on practice with the POX SDN Controller, students will learn how to program switches and process network packets.
Objectives

• Achieve proficiency in utilizing the POX controller to program a network switch.
• Explore the feasibility of modifying a standard switch to act as a captive portal.

Pre-requisites Implementations Learning Outcomes
Basic knowledge of networking concepts,
including switches, MAC addresses, and
packet flow.

Students are provided with a basic POX
code framework and tasked with imple-
menting a learning switch using POX, thus
applying their theoretical knowledge in a
practical setting.

Enhanced understanding of SDN con-
trollers and the ability to manipulate net-
work traffic for specific applications such
as captive portals.

Module 3: DNS Server
Introduces the functionality and implementation of DNS servers within the context of captive portal technology. This module
covers different approaches to handling DNS requests, emphasizing hands-on experience with DNS manipulation.
Objectives

• Learn to uniformly respond to all DNS queries with a specific IP address.
• Develop skills to parse DNS requests, make requests on behalf of the user, and return genuine responses.
• Modify DNS request destination IPs using iptables for direct server responses.

Pre-requisites Implementations Learning Outcomes
Basic knowledge of UDP packets and DNS
protocols.

Students can explore one of three different
DNS configuration methods, from simple
IP redirection to complex request handling
and response modification.

Students will understand howDNS servers
can be manipulated to redirect or handle
requests in a captive portal setup.
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Module 4: Web Server
Explores the deployment and configuration of a local web server to interact directly with network requests, crucial for the
operation of a captive portal.
Objectives

• Set up and configure a local web server.
• Use iptables to redirect web requests to the local server.

Pre-requisites Implementations Learning Outcomes
Basic understanding of web server opera-
tion and network request handling.

Students will configure iptables to redirect
web requests to a local server, ensuring
direct response capability.

Practical skills in web server setup and
configuration, with an emphasis on inter-
action with network requests in a captive
portal context.

Module 5: Mininet Script
Delves into network simulation using Mininet, teaching students to construct and modify network topologies to route user
requests through specific servers, mimicking a captive portal environment.
Objectives

• Understand network structure and the necessary modifications for captive portal functionality.
• Learn to use Mininet for creating and testing network topologies.

Pre-requisites Implementations Learning Outcomes
Basic knowledge of network topology and
mininet.

Students have the flexibility to design the
network according to the requirements of
the captive portal setup they envision.

Ability to simulate and test network con-
figurations, crucial for the development
and deployment of captive portal technolo-
gies.
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B MANUAL CONFIGURATION &
GUI ATTACHMENT

For advanced courses and users of Mininet who wish to gain deeper
insights into the technology and procedural setup, the following
steps provide a brief introduction to run Mininet with a graphical
user interface and additional networking tools:

(1) Initiate the virtual environment that hosts the Mininet in-
stallation.

(2) Start the POX controller and server setup as shown in Fig. 6a.
(3) Open additional terminals or sessions to run the correspond-

ing web and DNS servers as in Fig. 6b.
(4) Launch an X-terminal to run a web-browser and optionally

a network packet sniffer, such as wireshark, as illustratged
in Fig. 6c.

This process allows users to manually configure and customize
their Mininet setup, including the option to run graphical user
interfaces (GUIs), trigger browser pop-ups typical of Captive Portals,
or capture network traffic using Wireshark1. It also enables users to
explore other Mininet base configurations, such as wireless mininet
setup [2].

However, it is important to note that these steps are meant to
demonstrate what the final product will look like once students
have completed all or part of their project code, regardless of how
many modules the students complete, the final product will be a
fully functional Captive Portal, it is not an exact reflection of how
students will test their code.

Notice that to properly demonstrate these capabilities, some ad-
ditional configuration steps are required beyond what is shown in
the images. These additional steps, as well as more specific config-
uration details, will be provided in the project’s GitHub repository.

1https://www.wireshark.org/

(a) Configuration setup in a VM for running mininet as a Captive
Portal.

(b) Setup of DNS server with the mininet Captive Portal configura-
tion.

(c) Demonstration of the DNS server interception of network traffic
via a web-browser request.

Figure 6: Demonstration of the sequence of steps required to
setup and execute the DNS spoofing technology to forge the
Captive Portal allowance.
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ABSTRACT
Developing a sustainable High Performance Computing (HPC)
workforce pipeline remains a global priority. As access to HPC
resources continues to improve in Africa, the shortage of available
skilled HPC personnel is a significant impediment to the adoption
of advanced research computing infrastructure. South Africa has
several workforce training initiatives aimed at developing career
HPC system administrators, yet, apart from the annual national
Student Cluster Competition (SCC) – an initiative of South Africa’s
Centre for High performance Computing (CHPC) – there are no
other formal training programmes available for the undergraduate
student community.

Each year since the inception of the CHPC-SCC the University of
the Witwatersrand (“Wits”) has entered at least one team. Through
the implementation of an array of student-led training approaches
using decommissioned HPC hardware, Wits has enjoyed continued
success at these SCC events. Moreover, Wits students have been
part of the national teams that have achieved six top-3 finishes in
international Student Cluster Competitions.

This paper provides an overview of the student HPC Special
Interest Group (SIG) formed at the University of the Witwatersrand
that focuses on delivering HPC training to the undergraduate stu-
dent community. The paper outlines the approach towards growing
and maintaining the interest group, including teaching and learning
strategies to prepare Wits students for Student Cluster Competi-
tions. Insights into the challenges experienced and lessons learned
are discussed, particularly with respect to sustainable workforce
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development. These insights could help develop a structured frame-
work for creating effective and sustainable HPC special interest
groups, centred around student involvement.

KEYWORDS
Student Cluster Competition, HPC Workforce Development, HPC
Education, HPC Training, Africa

1 INTRODUCTION
Sustainable HPC workforce development is widely recognised as a
critical component of effective advanced research computing [6, 11].
Until recently, South Africa did not possess a strong workforce
pipeline for HPC. Following the inception of South Africa’s first
national HPC facility, the Centre for High Performance Computing
(CHPC) in 2007, a concerted effort needed to be made towards HPC
awareness and outreach initiatives.

As a driver for HPC outreach aimed at undergraduate students at
national universities in South Africa the CHPC’s national Student
Cluster Competition (CHPC- SCC) was launched in 2012. Through
the SCC pipeline, South Africa has enjoyed notable success in the
ISC Student Cluster Competition, co-organised by the HPC-AI Ad-
visory Council and ISC Group (ISC-SCC).

This paper showcases the University of the Witwatersrand’s
student HPC Special Interest Group (SIG). The approaches taken
towards sustainable student HPC training, the lessons learned, the
challenges encountered, and a brief overview of plans for expanding
the student SIG model for other universities in South Africa are
discussed.

1.1 Importance of HPC Outreach
It is well established that both outreach and education play impor-
tant roles in accelerating optimal use of advanced research com-
puting resources and ensuring a sustainable workforce pipeline
[3]. Hernandez et al. note that the resources encountered during
one’s collegiate education shapes the tools and techniques that pro-
fessionals employ throughout their careers [6]. It is important to
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expose undergraduate students to HPC concepts as early as possible
in their degrees, not only to enhance accessibility to HPC skills and
resources, but to inspire undergraduate students to make informed
decisions in their course selection to enable the pursuit of careers
in HPC.

1.2 Student Cluster Competition
The SCC concept began in 2007 1 during the SC Conference Series
2 as an educational tool to immerse undergraduate students in
HPC [4, 13]. Through the competitive format of the student event,
the SCC plays a dual role of HPC outreach and HPC workforce
development by introducing participating teams to conventional
HPC challenges. Since the initial SC07 event, the SCC has expanded
beyond the USA to other international HPC conferences, including
Africa 3, Asia 4, and Europe 5.

1.3 CHPC Student Cluster Competition
South Africa’s national SCC exposes undergraduate students to
HPC in an exciting format and aims to motivate students to consider
future careers in HPC.

The CHPC-SCC involves a National Selection Round, held an-
nually in the July winter break, where twenty teams (each of four
eligible students) participate in a week of intensive HPC system
administration training. The training encompasses both theoretical
lectures and practical hands-on labs. The Selection Round covers
topics relating to HPC fundamentals, culminating in a final theoret-
ical cluster design project and presentation. The top ten performing
teams from the Selection Round progress to the National Finals,
held annually in December at the CHPC’s national conference 6.
During this round each team is provided with physical hardware
and is tasked with assembling a small-scale HPC system and un-
dertaking several benchmarking and performance challenges. The
overall winning team of four is crowned the national champions
and serves as the foundation of the team to represent South Africa
at the ISC-SCC. From the remaining teams, a further two students,
as well as two reserves, are selected to complete the national team.

Prior to competing in ISC-SCC, the team travels to the USA for a
week of focused technical training and cluster design preparation.

Through its Student Cluster Competition initiative, the CHPC
not only develops technical skills in HPC but also cultivates a strong
HPC community. Motivating students to pursue careers in scientific
computing contributes to a sustainable HPC workforce pipeline in
South Africa.

2 WORKFORCE DEVELOPMENT
There are three primary considerations to ensure the sustainable
use of advanced research computing:

(1) A user community with the need for, and ability to use,
advanced research computing resources.

(2) A skilled technical workforce to deploy, administer, andmain-
tain the resources.

1https://www.youtube.com/watch?v=NhSWMSp096c
2https://supercomputing.org/
3https://scc.chpc.ac.za/
4http://www.asc-events.org/StudentChallenge/index.html
5https://isc-hpc.com/program/student-cluster-competition/
6https://chpcconf.co.za/

Table 1: CHPC Results at ISC-SCC 2013-2020

Year Result Year Result
ISC 2013 1st ISC-2017 2nd
ISC-2014 1st ISC-2018 3rd
ISC-2015 2nd ISC-2019 1st
ISC-2016 1st ISC-2020 2nd

(3) A pipeline to replenish the workforce and retain the core
competencies.

2.1 Building A Workforce Pipeline Through
Outreach

The CHPC restricts SCC participants to undergraduate students
in the early stages of their degrees to amplify and maximise early
curriculum intervention and outreach impact [11].

Prior to the COVID-19 pandemic, from 2012 to 2019, the CHPC-
SCC met its national outreach objectives by introducing more than
600 undergraduate students to HPC. In addition, the South African
national teams achieved international success at the ISC-SCC, plac-
ing in the top three in each of these years (see Table 1). Students
from Wits fielded 28 of the 56 (50%) international team members.

2.2 Achieving Outreach Through Student
Competition

Adopting a competition model for building a scientific computing
workforce provides numerous benefits:

• Competition provides an engaging opportunity for students
to work together in teams, strengthening their social and
collaborative skills.

• Team assignments closely mirror professional HPC centre
scenarios and require students to think critically and work
autonomously [4, 5].

• Working closely in their teams against a community of their
peers, students are motivated to excel through the high
stakes of elimination and reward.

Additionally, the CHPC-SCC is an effective outreach tool because
of the attractive opportunity to be selected for the ISC-SCC team.
The ISC-SCC team is supported to travel to the USA for additional
training and then again to ISC to compete and experience one of
the largest HPC conferences.

3 BUILDING THEWITS HPC SIG
Many HPC workforce training initiatives catering for students
are organised in a top-down fashion. In contrast, Wits formed
a student special interest group dedicated towards HPC training
for undergraduate students that is primarily run by the student
volunteers [2].

The SIG has matured to perform three primary roles:
(1) Preparing and selecting the University’s participating teams

for the CHPC-SCC.
(2) Delivering HPC training to undergraduates, with a focus

on practical skills that are not typically addressed in the
standard Computer Science curriculum.
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(3) Developing the student organisers through the experience
of leading and training their younger peers.

3.1 The Wits SIG Origin Story
Wits had an established history with HPC prior to the creation of
the CHPC in 2007. In 2010, the Wits Mathematical Sciences Support
team (MSS) formed several interest groups, including the Wits HPC
Interest Group. The group was created to facilitate collaboration
and expand access to scientific computing, with a specific focus on
leveraging HPC to address complex scientific challenges faced by
researchers at the university.

A pivotal moment came with the introduction of the CHPC-SCC
in 2012. In the first year of the competition, students entered as
individuals and the CHPC assigned them to teams of four. The
inaugural winning team included three Wits students. In prepara-
tion for ISC’13 the team sought additional computational resources
from Wits. Their subsequent victory at ISC’13 brought recognition
and secured hardware donations, catalysing the growth of the HPC
Interest Group.

Prior to 2021 the group’s primary focus was competition prepara-
tion and mentorship for the CHPC-SCC. In 2021, the group shifted
focus towards a more formal training model incorporating lectures.

The group continues to evolve, relying heavily on mentorship
from former ISC participants, under the guidance of the School of
Computer Science and Applied Mathematics.

4 A MODEL FOR A STUDENT-LED HPC
TRAINING PIPELINE

While numerous HPC student interest groups exist at universities,
there is a scarcity of case studies of student SIGs addressing an HPC
training pipeline. Pertinently, the Wits SIG, with the Mathematical
Sciences Support team, has developed a training model that has
been consistently tried and tested.

Due to the continual succession in leadership, the SIG’s structure
and format has seen incremental evolution over many years. The
model presented in this paper focuses on the current approach used
by the SIG.

4.1 Creating Awareness for the SIG
A fundamental criterion of success for an organised group is its
ability to recruit and maintain members. As members graduate and
leave the SIG, a consistent recruitment effort is needed to replenish
the membership of the group.

Previously, interest in the SIG was created by past students of
the CHPC-SCC targeting undergraduate student mailing lists at
various faculties.While this attracted some interest, it was primarily
the encouragement from past students who had competed in the
CHPC-SCC that enticed their peers to participate during the winter
vacation period.

As the SIG has grown into something more than a competition
recruitment strategy, new methods of advertising and awareness
creation have been introduced. These include: a SIG Discord chan-
nel, Instagram account, Linkedin page, WhatsApp group, posters,

a website 7, and an exhibition stand at the Science Career Fair. In-
vitations to join these groups or channels are distributed within
university mailing lists by current members and on other social
platforms within the university. While creating awareness in this
way has brought in some interest, students report that the most
interest and participation is still gained by word of mouth.

4.2 SIG Structure and Leadership
The SIG is student-run, with a leadership structure that is more
collaborative than hierarchical. There are no formal titles; the group
functions on a volunteer basis, driven by its members. Each year,
students who were part of the previous year’s ISC-SCC team take
on the role of organisers, guiding the next cohort of students. Or-
ganisers take on a variety of responsibilities, including developing
content for talks, managing social media, and overseeing team se-
lection and preparation. This flexible structure has proven effective,
allowing the group to easily change its methods to suit the current
circumstances. Since there isn’t a single figure of authority deter-
mining the group’s direction, members are more innovative and
open to exploring new ideas, where decisions are made collectively.

4.3 Training and Activities
Prior to 2020, the exclusive focus of the SIG was to prepare stu-
dents for excelling at the CHPC-SCC [2]. A decision was made in
2020 to extend the reach of the SIG to cater for a wider range of
interests. Subsequently, general HPC-themed talks and practicals
were introduced to expand the group’s mission to provide broader
HPC education to all interested students. The expanded talks and
workshops are publicly available and hosted on a dedicated SIG
GitHub repository 8.

The SIG follows the two semesters of the academic year, with
weekly meetups held during the campus lunch hour. The first se-
mester focuses on introductory-level HPC talks, with each talk
accompanied by a tutorial relating to the content. Presenting con-
tent in this format aims to equip students with the practical skills
required to use a particular tool or to perform a particular technique
immediately. Following the preparatory talks, team selection for
the CHPC-SCC Selection Round is concluded with a test (outlined
in Section 4.4).

The second semester begins after the CHPC-SCC Selection Round
concludes, and the SIG’s focus shifts to broader topics with more
emphasis on preparing any progressing teams for the CHPC Na-
tional Finals (outlined in Section 4.5).

The SIG has explored various formats for delivering the training,
including traditional SIG-led lectures, guest lectures from HPC
experts, practical-styled interactive sessions, and tutorial-styled
sessions that combine lectures with practical exercises.

Following feedback and further research into effective practical
HPC training, the most recent efforts have focused on tutorial-
style sessions, where interactive exercises aim to enhance students’
engagement and learning while reducing the volume of lectures
presented to participants [10, 12]. For instance, the SIG recently ran

7https://github.com/WitsHPC
8https://github.com/WitsHPC/HPC-InterestGroup
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a hackathon event that tasked students with solving a highly par-
allelisable programming challenge in the fastest possible runtime. 
9

4.4 Team Selection
Wits commits to sending two teams to the CHPC-SCC Selection 
Round every year. Team selection begins with a timed open-book 
placement test, which consists of extensive Linux-based and shell-
scripting questions. The highest-scoring students are selected to 
represent the university. To ensure well-balanced teams, the or-
ganisers review students’ motivations and transcripts. Once teams 
are formed, SIG organisers act as mentors, dedicating time to as-
sist with cluster design, setup, and testing at Wits. The SIG has 
investigated preliminary hands-on training before team selections 
to allow a larger pool of students an opportunity to be selected 
by bridging the technical knowledge gap. To complement this, the 
SIG holds regular practical tutorials that are also considered when 
selecting teams.

Most recently, the group has experimented with a project in-
stead of a placement test. The project utilises the HPC Ecosystems 
Project’s OpenHPC 2.x virtual lab [8] to set up a local virtual 3-node 
cluster using Vagrant and VirtualBox. Students had four weeks to 
run a small custom parallel application on their virtual clusters, 
including build and run scripts, to simulate aspects of a student 
cluster competition. Students were scored based on the function-
ality of their scripts, with a significant a llocation to the fastest 
runtime. The project had several advantages over the placement 
test: it attracted better-prepared applicants, and it further enhanced 
their preparation for the Selection Round; however, there were also 
some drawbacks: participation rates were lower than usual, and or-
ganisers had to manually test the run scripts to ensure no hardware 
advantages impacted the results. Moving forward, the aim is to find 
a balance between tests and projects to optimise participation and 
learning outcomes.

The implementation of a multifaceted selection process increases 
the likelihood of choosing motivated and balanced student teams. 
Where some students may not have achieved top scores in the 
placement test, they have an opportunity to demonstrate their 
willingness to learn and improve through their performance in the 
hands-on practicals.

4.5 Team Preparation
Following the CHPC-SCC Selection Round, the SIG focuses atten-
tion towards preparing the Wits teams progressing to the CHPC 
National Finals. To facilitate hands-on practice, the teams are pro-
vided with access to HPC training systems. The training systems 
are built from decommissioned HPC production nodes [7, 9].

Hands-on access to physical systems provides a comprehensive 
learning experience to gain the technical skills required to build, 
deploy, and optimise an HPC cluster. These skills include, inter 
alia, operating system installation, network configuration, package 
management, and Linux shell.

Using their own deployed systems, the teams learn to compile 
software from source and to run distributed applications. During
9https://github.com/WitsHPC/HPC-InterestGroup/tree/main/assorted/competitions/ 
2023_cuda/problem

this training phase, the SIGmentors serve as guides for the students,
giving them high-level technical advice and objectives. With this
guidance, the teams learn how to identify and control factors affect-
ing application and system performance. The extensive hands-on
time produces teams well-versed in competition expectations and
capable of solving problems rapidly and effectively [1].

5 CURRICULUM
One goal of the SIG is to be as inclusive as possible. To achieve this,
training material assumes no prior knowledge or experience in any
of the areas relevant to HPC. Accordingly, considerable emphasis is
placed on introduction to essential concepts. More advanced topics
are left to later stages of the SCC training or for further self-study
to avoid overwhelming beginners.

The lessons are designed to be modular and include sufficient
theoretical context to provide fundamental understanding. Focus
is placed on developing practical skills and providing insights into
best practices. This philosophy of learning by doing is well suited to
the practice of HPC system administration and performance tuning.
The curriculum equips students to excel in the Selection Round
of the CHPC-SCC and is shown in Table 2, classified by topic and
assessment type.

The curriculum has evolved over multiple iterations through
contributions by Wits SCC participants based on areas of inter-
est and available expertise. It accommodates a variety of teaching
modalities (online, in-person, asynchronous, talks, practicals, labs,
and quizzes) across a wide range of topics at different levels of
depth and inherent difficulty.

From 2021 the core course materials are consolidated in the pub-
lic GitHub repository which contains the SIG talks, tutorials, and
materials for self-study. Some of the material is maintained pri-
vately out of necessity (for instance, the SIG quizzes). This includes
more advanced material, including solutions that are relevant to
CHPC-SCC preparations, and content that is central to the team’s
strategy at ISC-SCC. The GitHub approach facilitates collabora-
tion and accessibility and lends itself to iterative development. The
repository contains both original work as well as material collected
or reformatted from publicly available sources. Quizzes, student
submissions, and student discussions are hosted on Moodle LMS.

6 STATISTICS
The SIG facilitates a virtual community through Discord, and mem-
bership stands at 366 past and present students as of April 2024.

Table 3: Wits SIG results in SCC

1st 2nd 3rd Total Events
CHPC-SCC (National)
2014-2023 7 5 4 11
ISC-SCC (International)
2013-2023 2 2 1 11

Table 3 shows the performance of Wits participants at the CHPC-
SCC and ISC-SCC events. The ISC (International) row shows results
from national teams where Wits comprises more than half of the
members. The Total Events column reflects the number of SCC
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Table 2: Wits SIG HPC Curriculum (1st and 2nd Semester)

events, noting thatWits hadmultiple teams at each CHPC-SCC. The
strong results reflect the SIG’s effectiveness in supporting world-
class competencies in HPC system administration and optimisation.

From 2014 to 2023 teams from Wits have won the National
Round seven times, with the non-winning Wits teams securing a
further five silver and four bronze medals (Wits traditionally sends
two teams to the National Round). Over the past ten years, more
than half of all members of the CHPC national teams competing in
ISC-SCC have been students from the Wits SIG.

Most of the SIG membership originates from two University
schools: the School of Computer Science and Applied Mathematics;
and the School of Electrical and Information Engineering. The SIG
comprises of first to fourth-year students, with the majority being
in their second year of study. The organising committee are in their
third year of study or later.

In the first semester, weekly talks usually attract 20 students, with
as many as 30 students participating in the hands-on tutorials. After
the winter break (which coincides with the conclusion of the CHPC-
SCC Selection Round), weekly participation drops significantly to
around 10 participants on average.

7 CHALLENGES
The predominant challenge faced by the SIG is its sustainability. Sus-
tainability is affected by three primary factors: group membership
attrition, leadership succession, and remote delivery.

7.1 Attrition
The SIG experiences a sustained reduction in attendance throughout
the course of the year. Feedback alludes to three reasons for student
withdrawal:

(1) After final team selection, the unplaced students lose moti-
vation and subsequently withdraw.

(2) As the academic year progresses, students prioritise aca-
demic coursework over the SIG.

(3) As topics become more advanced, student interest in the SIG
diminishes.

7.2 Succession
As a student body, the organising committee is constantly affected
by members graduating and leaving, which necessitates recurring
recruitment of new mentors. Ensuring continuity in leadership is a
recurring challenge.
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To mitigate this challenge, promising students are selected to
co-organise with more senior members, who take on a more di-
rect mentorship role. The mentorship model provides a gradual
exposure to leadership roles while spreading the workload for the
current leadership. Once the inevitable graduation of senior stu-
dents occurs, the replacement organisers already have the requisite
experience.

7.3 Remote Delivery
Remote delivery was adopted during the COVID-19 pandemic, tran-
sitioning all SIG activities to online platforms. While the improved
accessibility enabled broader outreach and scalability of the SIG’s
activities, it led to lower engagement levels compared to in-person
sessions. Consequently, the SIG delivers most talks in-person on
campus. When the goal of an event is to reach a wider audience,
the sessions are conducted online.

8 RISKS
The SIG’s primary appeal remains the opportunity to participate
in the CHPC-SCC and ultimately to compete in the ISC-SCC. The
regular success of the Wits teams at the National Finals encourages
new students to enrol. With the current succession model of past
students returning to mentor the new cohort, the strength of the
SIG is closely correlated to the performance of the previous year’s
teams in the SCC. It is possible that if a cohort fails to emulate
the success of the previous year, there could be a reduction in the
strength of the mentorship for the subsequent year. Further, it is
possible that a relatively poor performance may also discourage
students from joining the next year.

While the CHPC-SCC sets diversity requirements for partici-
pating teams, the Wits SIG leadership struggles to retain female
representation which may pose a threat to long-term retention of
female involvement in the SIG.

The SIG enjoys support from the University through access to
HPC resources, but the absence of any formal funding does leave the
SIG heavily reliant on the continued goodwill of the University for
hardware and training resources. In particular, the use of years-old
repurposed decommissioned HPC hardware is prone to hardware
failures, leading to a diminishing supply of available HPC resources
for hands-on practice.

9 LESSONS LEARNED AND REFLECTIONS
Past competitors returning as mentors has proven to be effective
in leveraging the firsthand experience gained in the competition,
ensuring future teams remain well-prepared and competitive. To
strengthen knowledge transfer resilience the SIG has a strong cul-
ture of opensource documentation, storing past and current re-
sources in the SIG GitHub.

Under the guidance of past organisers, the leadership handover
process has proven crucial to equipping the incoming organis-
ing team. Since the new organisers have been participants in the
group’s activities in the preceding year, they are familiar with the
responsibilities and methods of execution.

Notwithstanding all efforts to mitigate interruption in leadership
succession, the fact remains that the SIG is operated on a voluntary
basis by students whose primary responsibilities are their studies.

While the SIG remains primarily led by student volunteers, there is a
risk to the SIG sustainability. At the risk of volunteers withdrawing,
despite the strengths of a student SIG, the group’s longevity is
inextricably linked to sustained institutional support.

The current model for recruiting new SIG members depends
on the CHPC-SCC to attract students to participate. While there
is no indication that ISC-SCC or CHPC-SCC will end, the SIG is
cognisant of this inter-dependence.

A perfunctory assessment of the SIG’s success at both the CHPC-
SCC and ISC-SCC could lead to the conclusion that the Wits SIG is
a successful model for building an effective student HPC pipeline.
While this may indeed be true, such an assessment fails to consider
circumstances at Wits which may be contributory factors to this
success. For one, Wits is among the top-ranked universities in
Africa and is recognised as one of the top Computer Science and
Engineering universities in South Africa [14]. The strength of the
Wits academic programme likely attracts good students, and these
good students will excel against their peer institutions.

The Wits SIG owes its origins and much of its ongoing popu-
larity to the incentive of participating in the ISC-SCC. Reaching
an international cluster competition like ISC-SCC is well beyond
the means of most institutions. Likewise, even hosting a local SCC
requires significant investment in time, resources, and funding.

10 FUTUREWORK
A natural consequence to students not being selected for the CHPC-
SCC is a drop in engagement with the SIG. The organisers hope to
improve engagement by undertaking several interventions.

Hosting additional internal competitions throughout the year
will enable more students to experience the competition component,
resulting in improved student engagement and retention in the SIG.

The introduction of long-term projectsmay also produce stronger
participation and engagement. By encouraging students to consis-
tently invest time throughout the year, they will build incrementally
towards a concrete but ambitious end goal.

While local HPC resources are currently reserved for the use
of the SCC teams, the goal is to expand access for the general
(non-SCC) SIG members.

To maintain engagement throughout the year, the organisers
would like to introduce certificates of completion for students who
complete the SIG training. Additional non-technical content, such
as career panels, will be included in future SIG activities. Organis-
ers currently contribute to the broader HPC community through
presentations and collaboration with the HPC Ecosystems Project
[7, 9]. The SIG intends to expand its involvement in this project
through the development of additional training content for the
community.

11 CONCLUSION
The University of the Witwatersrand HPC Special Interest Group
is a student group that seeks to provide advanced scientific com-
puting skills to undergraduate students. The SIG focuses on three
areas: exposing undergraduate students to general HPC education;
preparing teams for Student Cluster Competitions; and equipping
students with technical skills in HPC.
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The Wits SIG has fostered HPC knowledge and technical skills
among the student community for more than ten years. The evi-
dence of both local and international student cluster competition
achievements may offer some indication of the strength of the SIG’s
efforts.

This case study aims to provide insight into how to build a
sustainable and successful student HPC community. At the very
least, aspects of the Wits student SIG model might be of use to
others seeking to contribute to the enhancement of HPC education
and workforce development.
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ABSTRACT
In June 2024, the University of Washington’s (UW) Clean Energy 
Institute (CEI) and Molecular Engineering and Materials Center 
(MEMC) in partnership with UW Research Computing (RC) pre-
pared complimentary training for a group of 25 Research Experi-
ence for Undergraduates (REU) participants. Workshop participants 
had completed zero to four years of post-secondary education and 
came from 17 colleges and universities across eight states with 
29% currently attending 2-year programs. On average, 14 students 
attended a given workshop. The program included four targeted 
workshop offerings, spanning essential skills in computational sci-
ence and advanced topics: (1) Python via Jupyter, (2) Command 
Line Interface (CLI) and high performance computing (HPC), (3) 
Gaussian and Quantum Espresso, and (4) data analysis using linear 
and logistic regression as well as neural networks. The program’s 
effectiveness was evaluated with a post-workshop survey. Survey 
results indicated most participants had little prior experience in 
these topics but indicated the content was relevant for their current 
and future aspirations. The survey showed some students agreed 
with statements indicating that learning objectives were met, but 
overall scores and open responses indicated areas for improvement. 
In the future, the CLI and HPC session will be converted from one to 
two sessions and the material in the applied Gaussian and Quantum 
Espresso demonstrations reduced. The program’s materials are re-
producible and publicly accessible, compatible with most academic 
HPC clusters. Our program addressed a wide range of training 
and education needs within computational science, emphasizing 
practical skills and interdisciplinary applicability.
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Undergraduate Research, REU Workshop, Student Training, High 
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1 INTRODUCTION
The UW Clean Energy Institute (CEI) and Molecular Engineering
and Materials Center (MEMC) are combining innovative research
with comprehensive training to foster broader engagement in STEM
fields. As part of their grant-funded activities, CEI and MEMC part-
nered with UW Research Computing (RC) to provide training for
REU students residing on campus in Seattle, WA, USA for an immer-
sive 12-week research experience. Students were recruited for their
interest and promise in chemical and molecular engineering. Four
workshops were delivered in June 2024, covering a range of topics
from fundamental computing and data analysis to more advanced
and applied techniques (Figure 1). The topics were carefully cu-
rated to support on-boarding and build technical capacity relevant
to the students’ research projects, as well as to equip them with
skills that will be valuable in their future coursework and careers.
The workshops primarily utilized the UW RC High-Performance
Computing (HPC) cluster, Hyak, and Hyak’s implementation of
the Open OnDemand [14] platform, ensuring hands-on experience
with widely adopted tools. The effectiveness of the workshops was
evaluated through a post-workshop survey, which provided the
RC team with valuable insights for refining future iterations of
the workshop series. These lessons will inform the development of
future workshops aimed at enhancing HPC skills across the UW
research community. Additionally, the materials and methods de-
veloped for this series offer a template that can be adapted for other
academic research computing centers, paving the way for broader
implementation and outreach in STEM education.

Figure 1: A photo from Workshop 3 of the series, “Using
Gaussian for Computational Chemistry.”
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2 OBJECTIVES
The objective of these workshops was to introduce data analy-
sis tools and HPC, as well demonstrate how more advanced and
scientific domain-specific software utilizes the job scheduling in-
frastructure and computing power delivered through HPC. The
workshops offered were as follows, and the team developed specific
objectives for each workshop (WS):
WS 1 Basic Python Programming

• Understand the basics and importance of Jupyter Note-
books [12] towards reproducible and transparent scientific
research.

• Navigate the basics of Python as a scripting and program-
ming language.

WS 2 Using Hyak, Linux Operating System (OS)
• Navigate a file system and explore files using Linux com-
mands.

• Understand the purpose of a job scheduler like SLURM in
HPC [28].

WS 3 Using Gaussian for Computational Chemistry
• Create and modify input file(s) for quantum chemistry
calculations, and become familiar with output files from
Gaussian [7] and Quantum Espresso [9, 10].

• Submit and monitor computational chemistry jobs to an
HPC cluster.

WS 4 Data Analysis in Python with scikit-learn and PyTorch
• Apply linear and logistic regression models to data and
interpret the results.

• Train a neural network in Python and understand training
parameters.

• Tune network architecture parameters to improve perfor-
mance and articulate the various metrics to evaluate a
machine learning model.

Our final objective was to make the materials available for future
iterations and independent study by the student participants.

3 METHODS
3.1 Format
Each workshop was three hours, live, hands-on, and delivered in
Seattle, WA, USA on the main UW campus. Students were sent
calendar invitations and reminder emails with links to training
materials at least 24 hours in advance of each workshop. In addition,
virtual office hours were held the day prior to each workshop to
offer support, whether workshop related or beyond.

Workshops utilized a variety of tools to deliver content. WS 1
used Jupyter Lab and Notebooks via Hyak’s Open OnDemand [14]
environment delivered through each participant’s browser. Addi-
tionally, each participant was guided through the installation of
Anaconda Navigator for later independent study during their REU.
WS 2 was delivered using participants’ local shell terminals. All
commands were demonstrated on Hyak, which runs Rocky Linux 8.
Hyak is the UW tri-campus supercomputer with over 30K compute
cores, 500 GPU accelerators, and 2.5 PB of parallel file systems

storage operating on a shared condo model. The CEI has dedi-
cated resources that are primarily used for research throughout the
year and were temporarily reallocated for education and outreach
during these workshops. WS 3 used a combination of submitting
jobs and editing scripts in the Hyak shell, then generating inputs
and viewing Gaussian and Quantum Espresso results with Hyak’s
OnDemand virtual desktop. WS 4 used Google Colab, demonstrat-
ing an additional platform for using Python-based computational
notebooks in the cloud.

3.2 Training Materials
Training materials were prepared and made publicly accessible via a
GitHub repository or as a web-based tutorial on Hyak’s documenta-
tion website. The program’s materials are reproducible, compatible
with most academic HPC clusters, and in-line with FAIR compu-
tational workflow specifications [11]. The format is flexible and
could be altered to focus on any HPC-compatible discipline-specific
software.

Figure 2: Jupyter Lab and Notebooks prepared for WS 1 ac-
cessed via Hyak Open OnDemand. Python was taught via
live demonstration with a blank notebook. The photo shows
notebooks that were prepared from Software Carpentry’s
lesson, “Plotting and Programming in Python” for the par-
ticipant’s independent study.

WS 1 sampled exercises from Software Carpentry’s [26, 27] les-
son, “Plotting and Programming in Python.” Selected sections were
made into Jupyter Notebooks with and without solutions for par-
ticipant independent study, but the demonstration was live from a
fresh Notebook without solutions. WS 1 was delivered via Hyak’s
OnDemand platform, which ran a containerized version of Jupyter’s
datascience-notebook. (Figure 2).
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Figure 3: Hyak’s documentation website showing materials
forWS 2 as well as a shell logged intoHyak’s third generation
cluster, klone.

WS 2 introduced Hyak’s file system (Figure 3), and some exer-
cises to demonstrate Linux commands were sampled from Software
Carpentry’s [26, 27] lesson, “The Unix Shell.” SLURM interactive
jobs, batch jobs, and array jobs were demonstrated using Apptainer
[16, 17] and a containerized version of Locator neural network [1]
and publicly available data from black cottonwood trees [8].

Figure 4: GaussView accessed via Hyak Open OnDemand vir-
tual desktop feature, TurboVNC, showing an example mol-
ecule used during WS 3 from the photochemCAD database
(benzophenone). The upper left panel shows the calculated
infrared absorption spectrum (and the “normal mode” re-
sponsible for the highlighted peak). The right panel shows
the electrostatic potential and the electronegativity of the
oxygen atom.

WS 3 introduced quantum chemistry software on Hyak. The
GaussView [4] graphical user interface was delivered via Hyak’s
OnDemand platform (Figure 4), and used to set up both Gaussian
[7] and Quantum Espresso [9, 10] calculations. Job types included

geometry optimizations and band plots were shown. In addition, the
photochemCAD database [24] was used to compare experimental
and calculated absorption spectra. Exercises forWS 4were prepared
as Jupyter Notebooks and delivered with Google Colab (Figure 5).

Figure 5: Google Colab view of Jupyter Notebook prepared
for WS 4 to demonstrate some data analysis basics as well as
linear and logistic regression and training a neural network.

WS 4 utilized a data set from Our World in Data on statistics
regarding country-level clean energy adoption [23]. Trends were
predicted using linear regression to predict future clean energy
utilization and classification done using logistic regression with
scikit-learn [21] to predict what factors would contribute towards
a country adopting clean energy (or not). A shallow, three-layer
artificial neural network (ANN) was generated with PyTorch [20]
but the framework allows for the attendee to modulate ANN depth,
layer width, and test optimization algorithms to experiment with
different ANN architectures. All these aspects help to demonstrate
the effort that goes into tuning an ANN to assess performance
improvements relative to logistic regression. Model performance
metrics were explored, including 𝑅2 and Receiver Operating Char-
acteristic (ROC) curves [6], as quantitative measures for model
comparison.

3.3 Accessibility
With the exception of one student, all students brought a personal
computer to the workshop and installed the required software
to participate. One student was provided a laptop for use by UW
Information Technology. No other accommodations were requested.

3.4 Evaluation and Analysis
All workshop objectives were translated into post-workshop survey
statements to evaluate if the objective was met, and we refer this cat-
egory of survey response as, “objective agreement ranking scores”
because participants were asked to rank their level of agreement
with the statements from 0 (strongly disagree) to 5 (strongly agree).
In addition, the survey collected information about the participants

Volume 16, Issue 1 Journal of Computational Science Education

52 March 2025

https://swcarpentry.github.io/shell-novice/
https://ourworldindata.org


educational experience, prior knowledge about workshop topics,
and their assessment of the relevance of the topics towards their
current and future studies. We also requested positive and negative
feedback short responses.

Our analysis included data visualization and rudimentary statis-
tical analysis of participant agreement rankings using R [22] via
a Tidyverse container (V4.4.1) from the Rocker Project [2, 19]. For
the purposes of this discussion, we evaluated a ranking ≥ 2.5 as
indicating that an objective had been met.

4 RESULTS
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Figure 6: Box plot shows the distribution of objective agree-
ment ranking scores for each workshop (WS). Points indicate
individual scores from post-workshop survey respondents,
which were used to generate the box plot summaries. These
points and the box plots were color coded byworkshop. Black
triangular points indicate the average overall score for each
workshop on a scale from 0 (not helpful) to 5 (extremely help-
ful). The red line at 2.5 is our threshold for if workshop ob-
jectives were met. NOTE: Objective agreement ranking scores
were collected on a discrete scale. In this plot, points were “jit-
tered” for better visualization of the data.

Thirteen participants responded to the post-workshop survey. The
prior education experience breakdown was 23.1% for having com-
pleted 0-1 years of post secondary education, 46.2% for 1-2 years,
15.4% for 2-3 years, and 15.4% for 3-4 years. The two workshops
demonstrating Python (WS 1 and WS 4) were evaluated with the
highest relevance for participants future research and professional
development, scoring on average 3.50 and 3.25, respectively on a
scale of 0 (not certain of the relevance) to 5 (high relevance or likely
frequent and regular usage in the future).

The overall average objective agreement score was 2.66 (𝑆𝐷 =

1.64) indicating that some objectives were met yet suggesting some
areas for improvement in future iterations. By workshop, the av-
erage objective agreement ranking scores were: 3.50 (𝑆𝐷 = 1.25)
for WS 1, 2.83 (𝑆𝐷 = 1.62) for WS 2, 0.90 (𝑆𝐷 = 1.33) for WS 3, and

2.48 (𝑆𝐷 = 1.53) for WS 4. Participants’ overall workshop rating on
a scale from 0 (not helpful) to 5 (extremely helpful) was evaluated
independent of the objective agreement rankings, and participants
ranked each workshop higher than the agreement rankings scores
suggest: 3.75 (𝑆𝐷 = 0.622) for WS 1, 3.17 (𝑆𝐷 = 1.17) for WS 2, 1.20
(𝑆𝐷 = 1.30) for WS 3, and 3.12 (𝑆𝐷 = 1.64) for WS 4. Additionally,
the respondents agreed that the instructors were understanding
of their needs (3.65 on average; 𝑆𝐷 = 1.20), but short responses
requesting critical feedback and improvements indicated that the
pace at which the material was covered should be decreased for
better learning and retention.

5 DISCUSSION
Although the average objective agreement ranking for the work-
shop series as a whole was leaning in agreement that our objectives
were met, we have reflections to share along with improvements
for future iterations:

(1) WS 1 was largely successful, but the wrong venue was se-
lected. The classroom was too small and lacked climate con-
trol, especially important for a summer course. Being the
first workshop, at least 20 participants attended and stayed
for the entire three hour session. Subjectively, there were
palpable feelings of excitement and energy in this first ses-
sion. However, due to first time delivery issues and other
logistical issues around the infrastructure, it is possible this
momentum was blunted as the relatively high attendance
did not carry over to subsequent workshops. Learning ba-
sic Python with Jupyter Notebooks is generally enjoyable,
which was reflected by the positive feedback.

(2) WS 2 was in part successful, but it was clear that combin-
ing basic Linux skills with advanced concepts included in
demonstrating SLURM was not effective for this group. Like
with Python basics, Linux basics are fun and easy to follow,
but the jump to SLURM was not well executed. This particu-
lar discussion of SLURM also utilized a software container,
which exposed the students to additional, advanced content.
We have since improved this training with simpler and easier
to consume examples. For future iterations, WS 2 should be
split into a session focused solely on Linux CLI and a sepa-
rate session on SLURM and parallel computing to address
learning fatigue.

(3) Feedback from participants and instructor observations also
indicated that the pacing of WS 3 needed to be slowed and
include fewer distinct examples, allowing more time to be
spent on each part of the demonstration. One participant
commented that while the workshop PDF included a step-by-
step guide, it was missing some vital commands that would
have helped participants catch up when they missed a step
and consequently fell behind the presentation.

(4) Since WS 1 and WS 4 were both using Jupyter Notebooks,
in future iterations, we will deliver these workshops in se-
quence to increase continuity with these tools. During WS
4, in-class engagement in discussion suggesting that the par-
ticipants were following the course content, but the range
of agreement ranking scores was high, indicating not all
participants were reached.
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We think that learning fatigue was present in all workshops due to
the three hour format. An alternative pedagogical delivery suggests
balancing our approach with more active self-directed learning
[3, 25]. Outside of the workshop series, students were participating
in a immersive research experience with new colleagues and inde-
pendent projects, further adding stress on their time, energy, and
focus. Hosting more frequent but shorter sessions could be more
effective for this demographic as there has been a generational shift
in attention spans and emphasis on brevity [18, 25].

6 FUTURE PLANS
It is worth exploring if a format that connects the workshops around
a single dataset or product could improve participant engagement
and the overall learning experience. For example, a single dataset or
problemwould allow any “output” generated from a prior workshop
be the “input” to the next. Should a student attend every session,
the material would make sense not only in terms of the presented
computational skill but it would loosely resemble a journey an
experienced researcher might take to explore a hypothesis. A final
hackathon could bring together students to write an academic paper
unifying the workshop materials and results, and provide a tangible
outcome for the participants in addition to capacity building.

In addition, we aim to broaden the applicability of this content
and extend this integrated training model beyond the REU event.
By applying this approach to various science and engineering disci-
plines, we can provide a cohesive learning experience that supports
students in building computational skills progressively. This tem-
plate may also be beneficial in reaching fields that lack training
advanced computing and data literacy but may benefit from tech-
nological advanced in computer vision and AI. Introducing these
disciplines to a structured, data-driven learning process can address
training gaps and inspire avenues for research. Our goal is to cre-
ate a versatile training platform at University of Washington that
fosters interdisciplinary collaboration and advances students’ skills
across a wide range of scientific and engineering domains.

7 CONCLUSIONS
Many universities have long had a research computing, high-performance
computing, or similar teams for decades and only relatively recently
adopted data science analogs [5, 13, 15]. As noted previously in this
paper, the research computing team has intentions to refine and re-
deploy the material used in this REU workshop. The UW RC team is
developing a regular training schedule for its research community,
drawing from both accepted best-practices nationally as well as
custom modules. We explored how packaging this combination of
pre-existing and custom educational materials would be received
by a diverse undergraduate research audience and provided the
lessons and feedback for other teams to learn from. Given the sam-
ple size (𝑛 = 25), we acknowledge there could be limited external
validity of any conclusions. However, we believe it is important
to provide these voices toward the ongoing national discussions
around computational skills training for research trainees in higher
education.
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A ARTIFACT DESCRIPTION
This appendix includes artifact associated with Computational
Skills Training for Undergraduate Researchers in Molecular
Engineering.

The artifacts described there are training materials prepared for
the workshop series described, and do not include computational re-
sults. To access the workshop materials, follow the links presented
below. During the workshop series held at University of Wash-
ington, participants were given a sponsored UWNetID, which is
required to use UW’s research computing cluster Hyak. Although
the workshop series focused on UW resources and infrastructure,
the materials are transformable to similar systems.

A.0.1 Artifact Check-list.

• Publicly available workshop series repository on GitHub:
https://github.com/UWrc/CEI-REU.git
– python_plotting sub-directory - these materials accompany WS

1 “Basic Python Programming” held on June 20, 2024.
∗ Exercises and explanations used to build the Jupyter notebooks
were sampled from Software Carpentry’s “Plotting and Pro-
gramming in Python.”
· Notebooks starting 00-08 can be followed workbook style by
running the code blocks to demonstrate presented concepts.
This set of Notebooks excludes the solutions to the Exercises.

· Notebooks starting S00-S08 are duplicates of the Notebooks
starting **00-08**, but this set of Notebooks include the
solutions to the Exercises.

· Notebooks starting 09-10 provide plotting examples from
Gaussian outputs.

– using_hyak sub-directory - these materials accompany WS 2
“Using Hyak, Linux Operating System” (OS) held on June 25, 2024.
The walk-through tutorial is available on Hyak’s documentation
website discussed below, but we also share relevant files used in
the tutorial via the repository so that they could be more broadly
available.
∗ locator_NN_job.slurm and locator_NN_array.slurm - template
single and array job submission scripts.

∗ data sub-directory
· potr_genotypes.txt - sample data (adapted from [8].
· potr_m_pred(0-4).txt - sample data (adapted from [8])

– Using_Quantum_Chemistry_Software sub-directory - these mate-
rials accompany WS 3 “Using Gaussian for Computational Chem-
istry” held on June 27, 2024.
∗ Chem_Software_Hyak.pdf - walk through tutorial that demon-
strates how to: (1) use the GaussView graphical user interface,
(2) create and submit Gaussian jobs, and (3) create and submit
Quantum Espresso jobs.

∗ ethane.sh file - this file will allow slurm submission of the
ethane.gjf file.

∗ Pseudopotential .upf files - extra files used in the Quantum
Espresso portion of the workshop.

– analysis sub-directory - these material accompany WS 4 “Data
Analysis Basics in Python with scikit-learn and PyTorch” held on
July 1, 2024.
∗ Complete Jupyter Notebook
∗ Jupyter Notebook with “TODO” or in-session code boxes for
demonstration.

• Publicly available tutorial on UW RC’s Hyak documentation
website:
– https://hyak.uw.edu/docs/hyak101/basics/syllabus provides awalk

through tutorial with the following sections: Syllabus, Logging
In, Navigating Klone, Basic Linux Commands, Basic Linux Com-
mands II.

– https://hyak.uw.edu/docs/hyak101/basics/syllabus_slurm provides
a walk through tutorial for SLURM, which has been updated with
additional examples. The “Advanced SLURM” sections were what
was originally presented in addition to Linux CLI Basics for WS
2.

• Additional publicly available resources:
– WS 2 used a containerized version of Locator Neural Network

[1]. Locator Neural Network is available on GitHub:
https://github.com/kr-colab/locator.git

– The Dockerfile for the containerized version of Locator Neural
Network used during WS 2 is available on GitHub:
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https://github.com/finchnSNPs/Docker_kr-colab_locator
– The Docker container used during WS 2 to run Locator Neural

Network is available on DockerHub:
https://hub.docker.com/repository/docker/finchnsnps/locator/general

• Software and Code licenses:
– Bash, SLURM, and Quantum Espresso are published under the

terms of the GNU General Public License.
– Gaussian16 and Gaussview 6.1.1 are Copyright (c) 1988-2017,

Gaussian, Inc. All Rights Reserved, and were used under a license
held by the Li Lab at University of Washington.

– Jupyter is a Copyright (c) Project Jupyter Contributors, and dis-
tributed under the terms of the 3-clause BSD License
(https://jupyter.org/governance/projectlicense.html).

– Locator Neural Network [1] is a copyright 2019 of C. J. Battey and
released under a Non-Profit Open Software License 3.0 (NPOSL-
3.0); (https://github.com/kr-colab/locator/blob/master/LICENSE.txt).

– matplotlib’s license is based on the Python Software Foundation
license (https://matplotlib.org/stable/project/license.html).

– NumPy’s is a Copyright (c) 2005-2024, NumPy Developers. The li-
cense is publicly available (https://numpy.org/doc/stable/license.html).

– Python is under the Python Software Foundation license agree-
ment (https://docs.python.org/3/license.html#psf-license).

– Pytorch is a Copyright (c) 2016-present, Facebook Inc.
(https://github.com/pytorch/pytorch/blob/main/LICENSE)

– scikit-learn was used under Copyright (c) 2007-2024 The scikit-
learn developers, and distributed under the terms of the 3-clause
BSD License
(https://github.com/scikit-learn/scikit-learn/blob/main/COPYING).

– scipy was used under Copyright (c) 2001-2002 Enthought, Inc.
2003-2024, SciPy Developers. It can be used under a BSD 3-clause
(https://github.com/scipy/scipy/blob/main/LICENSE.txt).

– Some of the data and exercises used in WS 1 and WS 2 are under
the Copyright of Software Carpentry and are made available
under the Creative Commons Attribution license (CC BY 4.0).

• Data licenses:
– Our adaptation of Populus trichocarpa genotype data and loca-

tions [8] are licensed under a CC0 1.0 Universal (CC0 1.0) Public
Domain Dedication license. Original genotyping results available
on DRYAD (https://doi.org/10.5061/dryad.1051d).

– All visualizations, data, and code produced by Our World in Data
are completely open access under the Creative Commons BY
license.
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ABSTRACT
This paper proposes a monitoring system that emails feedback 
to users about submitted jobs and has the capability to stop and 
resubmit jobs to a batch scheduler. The proposed system has been 
implemented for a small supercomputing environment with a mix 
of high-performance and high-throughput computing jobs. User 
feedback includes alerts for over- and under-utilization of CPU 
and physical memory. This paper also discusses how predefined 
system thresholds were chosen and proposes three algorithms. An 
algorithm for the proposed monitoring system and two algorithms 
for the prediction of CPU and physical memory utilization. The 
latter algorithms are based on users’ input of the identification 
string (job ID) of a similar job that should have finished execution 
without errors. Lastly, a git repository is shared to make the code 
accessible for review.

KEYWORDS
HPC, HTC, Andragogy, Batch Scheduler, Feedback, Automation

1 INTRODUCTION
Batch scheduling on systems that combine High-Performance Com-

puting (HPC) and High-Throughput (HTC) Computing has many 
challenges to overcome. The batch scheduler has a number of dif-
fering goals based on the mix of HPC and HTC jobs. Furthermore, 
resource optimization involves stohastic processes such as the de-
mand for resources, the dynamic availability of resources, and the 
variability of job processing duration. Resource fragmentation is a 
particular challenge in systems with both HPC and HTC loads [3]. 
Moreover, different computer clusters may have different operating 
systems and support different scientific software.

An important factor in resource fragmentation is users’ requested 
resources for their jobs. This paper proposes a system for moni-

toring the utilization of resources in comparison to the resources 
allocated to each running job. The proposed monitoring system 
automates feedback via email when a running job is over- or under-
utilizing its allocated resources. The purpose of the proposed system 
is twofold. Firstly, to stop jobs that grossly under-utilize allocated 
resources and attempt to automatically resubmit them requesting 
appropriate resources. Secondly, to alert users for jobs that over-
utilize or marginally under-utilize resources, prompting them to 
review the statistics for each job with misallocated resources. The 
focus of resource allocation extends beyond processing individual
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jobs. Variability in CPU and physical memory utilization affects

all jobs submitted to a batch scheduler. Furthermore, possibly for

long periods of time, each job’s maximum and minimum resource

utilization may vary greatly from the average resource utilization.

Ideally, jobs that have known preparatory steps, such as moving

files or preprocessing data, should be executed in a chain of jobs as

opposed to a single job. Each job in the chain with an appropriate

allocation of resources. Thus, the Colgate Supercomputer emails

users when a predefined discrepancy (threshold) between allocated

(requested) and utilized resources of CPU and physical memory

has been exceeded.

The feedback emails aim to let researchers know when their

job submissions are over- and under-utilizing allocated (requested)

CPU and physical memory resources. The andragogical aspect

of the proposed monitoring system is an early familiarization of

new users of a supercomputer to the important aspect of resource

allocation. More importantly, familiarization with the fact that the

Colgate Supercomputer allows over-utilization when less resources

have been requested and allocated. The overall goal is that users

receive frequent feedback in order to learn to be more conservative

with their requests for resources. Having knowledge that their jobs

will be allowed to utilize more resources when then are able to,

while a batch scheduler will not be able to allocate any allocated

but unused resources to newly submitted jobs.

2 PROPOSED MONITORING SYSTEM
2.1 Rationale
The proposed system has been implemented on the Colgate Super-

computer [1]. Contemplate the following supercomputing academic

context. A supercomputer is used by faculty, staff, and students

alike, both for research and educational activities. The same su-

percomputer processes both HPC and HTC jobs, which include

interactive applications and web services. Users of the supercom-

puter submit jobs that are queued to be processed while processing

duration varies from a few minutes to weeks.

In the previously aforementioned context, it is extremely im-

portant to decrease the discrepancy between allocated (requested)

and utilized resources. Firstly, to increase the number of jobs pro-

cessed daily, weekly, monthly, and yearly. Secondly, to decrease the

number of jobs competing for the same resources. Therefore, it is

important to inform the users of a supercomputer about the dif-

ference between over-allocating resources versus under-allocating

resources.

Over-allocating resources results in inability to schedule more

jobs because there are unused but allocated resources that could

have been allocated to newly submitted jobs. Under-allocating re-

sources results in the possibility that multiple jobs may experience

slower processing due to competing for the same resources. How-

ever, a batch scheduler may be configured to not fill a node when
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CPU or memory utilization is higher that allocated, unless there is

no other node left with enough available (unallocated) resources.

Moreover, jobs could be allowed to utilize more than the allocated

resources when there are more available.

2.2 Proposed Algorithms
A git repository is shared to make the code accessible for review

[10]. Algorithms 1 and 2 are used to predict utilization of CPU

cores and physical memory, respectively, given the identification

string (job ID) of a job with similar characteristics that has finished

without errors. Many users tend to submit groups of jobs at a time,

which have similar characteristics, such as the same processing

script but with different parameters. Algorithm 3 describes the

proposed monitoring system. The proposed monitoring system

could run as a CRON job (a time-based job scheduler in Unix-like

systems).

Algorithm 1 Average Used CPU cores

1: Input: Job IDs, status, owner, and used CPU percentage

2: Output: Average Used CPU cores

3: 𝐶𝑚𝑎𝑥 ← 3 ⊲ Max counter

4: 𝐼𝑚𝑎𝑥 ← 11 ⊲ Max iterations

5: 𝐼 ← 0 ⊲ Iterations

6: 𝐶 ← 0 ⊲ Counter

7: ID← (Job ID) ⊲ Job ID

8: 𝑇𝑐𝑝𝑢 ← 0 ⊲ Total used CPU percentage

9: 𝐽𝑐𝑝𝑢 ← 0 ⊲ Used CPU percentage

10: while 𝐶 < 𝐶𝑚𝑎𝑥 and 𝐼 < 𝐼𝑚𝑎𝑥 do
11: if job with ID has status = F and owner = user then
12: 𝑇𝑐𝑝𝑢 ← 𝑇𝑐𝑝𝑢 + 𝐽𝑐𝑝𝑢
13: 𝐼 ← 𝐼 + 1
14: else
15: 𝐶 ← 𝐶 + 1
16: ID← ID − 1
17: Print: round

(
𝑇𝑐𝑝𝑢
100𝐼

)

3 EMAIL FEEDBACK AUTOMATION
The Colgate Supercomputer automates feedback by monitoring

all running jobs to alert users about under- or over- utilization of

resources. Note that calculations should take into consideration how

memory is reported (for example in MiB or MB). The monitoring

system does not assign weights based on elapsed processing time

of jobs, because the andragogical aspect of the proposed system

aims to familiarize users with the implications of over-allocating

resources. Email is a common medium for sending textual feedback.

The automation requires the capability to send emails. A com-

mon program for sending emails in Linux operating systems is

mailx.

Figure 1 shows a basic Grafana dashboard for CPU utilization and

Figure 2 shows a basic Grafana dashboard for memory utilization

[5].

Algorithm 2 Average Used Physical Memory

1: Input: Job IDs, status, owner, and used physical memory

2: Output: Average Used Physical Memory

3: 𝐶𝑚𝑎𝑥 ← 3 ⊲ Max counter

4: 𝐼𝑚𝑎𝑥 ← 11 ⊲ Max iterations

5: 𝐼 ← 0 ⊲ Iterations

6: 𝐶 ← 0 ⊲ Counter

7: ID← (Job ID) ⊲ Job ID

8: 𝑇𝑚𝑒𝑚 ← 0 ⊲ Total used physical memory in bytes

9: 𝐽𝑚𝑒𝑚 ← 0 ⊲ Used physical memory in bytes

10: procedure ConvertMemory(𝑚)

11: if 𝑚 > 1gb then
12: Print:𝑚𝑔𝑏gb

13: else if 𝑚 > 1mb then
14: Print:𝑚𝑚𝑏mb

15: else if 𝑚 > 1kb then
16: Print:𝑚𝑘𝑏kb

17: else
18: Print:𝑚
19: while 𝐶 < 𝐶𝑚𝑎𝑥 and 𝐼 < 𝐼𝑚𝑎𝑥 do
20: if job with ID has status = F and owner = user then
21: 𝑇𝑚𝑒𝑚 ← 𝑇𝑚𝑒𝑚 + 𝐽𝑚𝑒𝑚

22: 𝐼 ← 𝐼 + 1
23: else
24: 𝐶 ← 𝐶 + 1
25: ID← ID − 1
26: ConvertMemory(𝑇𝑚𝑒𝑚)

Algorithm 3 Monitoring System

1: Input: Running jobs info (F ), logged job IDs (L), job status,

owner, used walltime, used CPU percentage, and used physical

memory

2: Output: Action log

3: 𝑐 ← 2 ⊲ Threshold for CPU core difference

4: 𝑚 ← 8 GB ⊲ Threshold for physical memory difference

5: procedure AllRunningJobs(F )
6: for each Job Job_With_ID ∈ F do
7: Process Job Log for ID

8: if CPU cores requested - used > 2 then
9: Increase counter in Job Log
10: if counter > 1 then
11: Stop Job_With_ID and email Owner
12: Submit new job with Used_CPU_Cores

13: procedure AllLoggedJobs(L)
14: for each Job Job_With_ID ∈ L do
15: if 0 < CPU cores requested - used < 𝑐 then
16: Email Owner
17: if CPU cores requested - used < 0 then
18: Email Owner
19: if 0 < Physical memory requested - used > 𝑚 then
20: Email Owner
21: if Physical memory requested - used < 0 then
22: Email Owner
23: AllRunningJobs(F )
24: AllLoggedJobs(L)
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Figure 1: Example Grafana Dashboard for CPU Utilization

Figure 2: Example Grafana Dashboard for Memory Utiliza-
tion

3.1 Email Feedback Templates
3.1.1 Example for Major CPU Under-utilization. The email sub-

ject is "CPU under-utilization Alert: Job xxxxx.<clustername> on

Node n03 was stopped".

Job ID: xxxxx.<clustername>

Node: n03

Owner: <username>

Elapsed Time: 0h45m

Requested CPU cores: 31

Unused CPU cores: 4

Suggested CPU cores: 27

Metadata: qstat -xf xxxxx.<clustername>

Monitor: Monitor: https://monitor.domain.edu

This is an automated message.

Job xxxxx.<clustername> on Node n03 requested 31

CPU cores but was using an average of 2723% CPU af-

ter 45 minutes. Job xxxxx.<clustername> was stopped

but resubmitted requesting 27 CPU cores. The new

job’s ID is yyyyy.<clustername>. It is suggested to

request 27 CPU cores for future similar jobs instead

of 31. Please review both jobs.

3.1.2 Example for Minor CPU Under-utilization. The email sub-

ject is "CPU under-utilization Alert: xxxxx.<clustername> on Node

n03".

Job ID: xxxxx.<clustername>

Node: n03

Owner: <username>

Elapsed Time: 1d4h24m

Requested CPU cores: 31

Unused CPU cores: 2

Suggested CPU cores: 29

Metadata: qstat -xf xxxxx.<clustername>

Prediction of CPU cores: calccpu xxxxx.<clustername>

Monitor: https://monitor.domain.edu

This is an automated message.

Job xxxxx.<clustername> on Node n03 used 2903%

CPU, therefore it is suggested to request 29 CPU cores

for future similar jobs instead of 31. Please review

your job.

3.1.3 Example for non Multi-threading. The email subject is

"CPU under-utilization Alert: xxxxx.<clustername> on Node n03".

Job ID: xxxxx.<clustername>

Node: n03

Owner: <username>

Elapsed Time: 5h27m

Requested CPU cores: 3

Unused CPU cores: 2

Suggested CPU cores: 1

Metadata: qstat -xf xxxxx.<clustername>

Monitor: https://monitor.domain.edu

This is an automated message.

Job xxxxx.<clustername> on Node n03 used 36% CPU

and did not multi-thread. When a job is not multi-

threading it cannot use more that 1 CPU core and

you will be notified when a job used more than the

requested CPU cores. Therefore it is important to re-

quest only 1 CPU core for future similar jobs. Please

review your job.

3.1.4 Example for CPU Over-utilization. The email subject is

"CPU over-utilization Alert: xxxxx.<clustername> on Node n03".

Job ID: xxxxx.<clustername>

Node: n03

Owner: <username>

Elapsed Time: 13h13m

Requested CPU cores: 10

Unused CPU cores: -7

Suggested CPU cores: 17

Metadata: qstat -xf xxxxx.<clustername>

Prediction of CPU cores: calccpu xxxxx.<clustername>

Monitor: https://monitor.domain.edu

This is an automated message.

Job xxxxx.<clustername> on Node n03 used an av-

erage of 1707% CPU, therefore it is suggested to re-

quest 17 CPU cores for future similar jobs instead of

10. Please review your job.

3.1.5 Example for Memory Under-utilization. The email subject

is "Memory under-utilization Alert: xxxxx.<clustername> on Node

n03".
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Job ID: xxxxx.<clustername>

Node: n03

Owner: <username>

Elapsed Time: 13h37m

Requested physical memory: 83886080kb

Unused physical memory: 50gb

Suggested physical memory: 35gb

Prediction of physicalmemory: calcmemxxxxx.<clustername>

Metadata: qstat -xf xxxxx.<clustername>

Monitor: https://monitor.domain.edu

This is an automated message.

Job xxxxx.<clustername> on Node n03 used 29gb of

physical memory and 60gb of virtual memory, there-

fore it is suggested to request 35gb of physical mem-

ory for future similar jobs instead of 83886080kb. Please

review your job.

3.1.6 Example for Memory Over-utilization. The email subject is

"Memory over-utilization Alert: xxxxx.clustername on Node n03".

Job ID: xxxxx.<clustername>

Node: n03

Owner: <username>

Elapsed Time: 26h13m

Requested physical memory: 30gb

Unused physical memory: -21gb

Suggested physical memory: 55gb

Prediction of physicalmemory: calcmemxxxxx.<clustername>

Metadata: qstat -xf xxxxx.<clustername>

Monitor: https://monitor.domain.edu

This is an automated message.

Job xxxxx.<clustername> on Node n03 used 51gb of

physical memory and 83gb of virtual memory, there-

fore it is suggested to request 55gb of physical mem-

ory for future similar jobs instead of 30gb. Please re-

view your job.

4 PREDEFINED SYSTEM THRESHOLDS
On the Colgate supercomputer, jobs utilizing 1 to 3 CPU cores are

considered HTC. There is a grey zone of CPU utilization between

4 and 7 CPU cores. A job which requires more that 12 hours of

processing and an average of 4 CPU cores or more is considered

HPC. Utilization of 8 or more CPU cores is also considered HPC.

The goal of achieving a fair resource allocation between HPC and

HTC job loads is a complicated matter.

The threshold for stopping a running job has been set to 3 cores.

During job processing, jobs are not allowed to use, on average, less

than 2 of the total CPU cores allocated. The proposed monitoring

system will stop such jobs and try to resubmit them using the

average CPU utilization within 25-45 minutes of job processing.

The proposed monitoring system will email alerts to users for

jobs that use more or less than 8GB of physical memory than the

memory requested and thus allocated by the batch scheduler.

5 EARLY RESULTS
The proposed monitoring system has been employed for about a

year on the Colgate Supercomputer. The early findings from its use

informed the supercomputer’s documentation and a progressive

refinement of the system during its trial period. The important

findings from the trial period are presented in this section.

New users who submitted jobs requesting many CPU cores but

their jobs did not multi-thread, received feedback emails. As a result,

their subsequent submissions quickly changed to requesting just

1 CPU core, but also 2 to testing multi-threading. Testing multi-

threading is not necessary as the proposed system will notify users

when a job of theirs used more than the requested CPU cores. The

relevant email alert was modified to clarify this capability in order

to reduce unused but allocated CPU cores.

Some experienced users reached out to discuss the metric of

average CPU utilization with regard to the maximum utilization

during job execution. A result of these discussions was to update

the documentation of the Colgate Supercomputer to emphasize the

difference and how to interpret the relevant metadata given by the

batch scheduler per job.

Another discussion with experienced users was about the dif-

ferentiation between physical and virtual memory. Many users

request physical memory that the batch scheduler allocates, even

though their jobs end up using only a fraction of the allocation.

Although the availability of large amounts of physical memory may

help alleviate this problem, it remains an important issue in HPC

andragogy. The relevant email feedback template was edited to

clearly state the use of both physical and virtual memory.

The capability of the proposed monitoring system to stop and

attempt to resubmit jobs that are under-utilizing allocated resources

has been received with some skepticism from older users. Never-

theless, the system was able to attract attention to the important

difference between under-allocating and over-allocating resources,

and to the fact that jobs are allowed to use more resources than

what was allocated by the batch scheduler.

Researcher training for supercomputing environments is not an

easy endeavor. In a given academic institution, there can be a lot

of different computing backgrounds as well as levels of experience

with scientific software. The proposed monitoring system provides

feedback as needed, rather than requiring users to undergo software

carpentry and batch scheduler training to become familiar with a

supercomputing environment, especially considering that many

users either do not read the available documentation or only skim

through it.

The most important result was that while new users were be-

coming familiar with the Colgate Supercomputer, any submitted

jobs were restricted from excessively over-allocating resources.

6 DISCUSSION
In an effort to separate HPC and HTC jobs, the Colgate Supercom-

puter runs interactive applications on dedicated batch scheduling

queues. Most interactive applications will run with a predefined

number of CPU cores and physical memory. Achieving some level

of separation between HTC and HPC job loads will reduce com-

plexity and may result in fewer unused allocated resources while

keeping higher job cancellation thresholds.
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The thresholds chosen for the trial period, 3 CPU cores and 8GB

of physical memory, would ideally be lowered in the future, as the

resubmission process becomes more efficient. A common problem

is that users could delete or rename files used in a job after its

submission.

Formal training [4], informal training [7, 8], and educational

activities [6] are based on proven paradigms, however they lack

granularity due to the fact that learning is grouped in training mod-

ules, learning topics, or instructional activities. Consistent feedback

for experiential learning provides increased granularity by match-

ing one to one the job submissions of users of HPC/HTC systems.

A useful addition to the proposed monitoring system would

be to automate a monthly report to each user that would present

statistics about under- and over- utilization of requested resources.

Supercomputing users would benefit from automatically receiving

reports that highlight steps to improve subsequent job submissions,

regarding resource requests.

Batch schedulers, such as Slurm [9], provide the statistics to be

leveraged by the proposed monitoring system, hence shell scripting

was used to implement the proposed monitoring system for the trial

period. The approach is considering small supercomputers with less

than 500 nodes. Newer resource managers have been proposed for

supercomputers with more than 10k nodes [2]. A future integration

with a large language model (LLM) would benefit from a python

implementation.

The proposed monitoring system could assign predefined labels

to each discrepancy between allocated (requested) and utilized re-

sources (such as CPU cores and physical memory). An unsupervised

machine learning algorithm, such as Bayesian learning, could then

be employed to create user profiles regarding resource requests.

7 CONCLUSION
The proposed monitoring system offers a solution for managing

resource misallocation leveraging the fault tolerance in scenarios

of resource over-utilization. Supercomputing users can learn to

be more conservative with their resource requests when there is

little to no penalty for over-utilizing resources allocated by a batch

scheduler.

Additionally, the proposed system is designed to efficiently re-

claim resources that are allocated but under-utilized, particularly

in an environment that integrates both HPC and HTC workloads.

By addressing both over-utilization and under-utilization, the pro-

posed system ensures more effective resource management, and

promotes HPC andragogy.

Current work includes a refactoring of the system’s code to query

metadata from both PBS Pro and the Slurm batch schedulers. It

also includes the development of Graphical Processing Unit (GPU)

resource monitoring.

Future work includes integrating the monitoring system with

Colgate’s Supercomputer’s AI chatbot which assists with documen-

tation and coding. This integration aims to develop pipelines for

more complex resource utilization predictions by analyzing previ-

ous job scripts as well as the scripts to be submitted. Parsing new

scripts will also enable raising alerts about job dependencies and

required POSIX permissions.
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