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ABSTRACT
As the capabilities of large language models (LLMs) continue to 
expand, with more accurate and powerful models being released 
monthly, researchers and educators are increasingly eager to incor-
porate these tools into their work. The growing demand for this 
technology reflects its transformative potential in natural language 
and its impact on scientific research. However, as more users seek 
to harness the power of LLMs, the need to provide comprehensive 
education and scalable support becomes ever more critical. Our 
institution has recognized this challenge and developed a support 
framework to educate users through regular educational events, 
consultations, and project support. To address the growing need 
for LLM support, we have implemented several key strategies, in-
cluding deploying Jupyter Lab sessions using Open OnDemand 
for seamless HPC access and integrating cloud-based solutions via 
Jetstream2. We provide insights into our approach, detailing how 
we empower researchers and educators to leverage the capabilities 
of LLMs in their diverse applications.

KEYWORDS
Large Language Models, OpenOnDemand, Jetstream2

1 INTRODUCTION
The rapid advancement of large language models (LLMs) has sparked 
significant interest among researchers and educators, driven by the 
transformative potential in natural language processing and their 
broad applicability across various scientific disciplines. Our institu-
tion has recognized the challenges and opportunities presented by 
this evolving landscape and developed a support framework that 
addresses the educational and technical needs of our community. In 
response to external inquiries and the increasing interest observed 
during recent presentations about our efforts, we provide an en-
compassing view of our practices for supporting LLMs, focusing 
on the strategies and technologies that enable users to harness the 
full capabilities of these models.

Key technologies that form the backbone of our support infras-
tructure include Open OnDemand [6], Jupyter Notebooks [8], and 
Jetstream2 [5]. In addition, we leverage Python packages such as 
LangChain for building scalable LLM applications, Hugging Face 
for accessing a vast repository of pre-trained models [10], and Gra-
dio for creating intuitive interfaces for LLM-driven applications [1].
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Combined with the technical expertise of maintainers and facilita-
tors from our university staff, these tools create a robust ecosystem
that empowers researchers and educators to explore new frontiers
in their work.

Here we detail our approach, highlighting the methods and tools
we employ to educate users, facilitate LLM adoption, and provide
ongoing support for a wide range of projects. By sharing our ex-
periences, we hope to contribute valuable insights to the broader
community engaged in similar efforts.

2 TEACHING AND SUPPORT OPPORTUNITIES
2.1 Building Foundational Knowledge
To facilitate the effective use of LLMs, our institution conducts
a series of teaching workshops throughout the year designed to
introduce users to both the theoretical and practical aspects of these
models. These workshops cover:

• An overview of the available HPC resources, how to request
resources, and best practices for optimal usage

• Requesting a Jupyter lab session with GPUs and adequate
memory using Open OnDemand

• Question-answer chatbot use cases using a Jupyter Notebook
• Retrieval-augmented generation
• How to submit batch queries for large datasets
• Fielding questions and providing guidance

Through these workshops, participants gain the necessary skills to
initiate their own projects employing LLMs in their research and
teaching activities. In addition, our department organizes day-long
events each academic semester to display the research technology
tools available and showcase success stories within our community,
including a high number of cases that leverage artificial intelligence
applications. Researchers from our institution who have benefited
from using the available services present their work to the commu-
nity.

2.2 Consultation and Project Support
Beyond workshops, we engage in collaborations with faculty and
researchers, offering specialized support for projects that use ad-
vanced LLM capabilities. Our involvement includes:

• Consultation and planning: assisting in the design of experi-
ments and the selection of appropriate models.

• Resource provisioning: allocating resources, including GPUs,
ensuring that large-scale LLM experiments are executed
efficiently.

• Skill development: ongoing training and mentorship to help
users adapt to evolving LLM technologies.
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• Execution and results: in limited cases, we work alongside
the researcher during the majority of the project and assist
in running the experiments.

Often these projects are exploratory and having an experienced fa-
cilitator helps advance progress. Furthermore, these commitments
ensure that complex LLM-based projects receive the sustained sup-
port they need to succeed.

3 FRAMEWORK
3.1 Institution-Supported Web Interface
Open OnDemand, an NSF-funded open-source HPC portal, plays a
crucial role in our user support strategy. This web-based interface
simplifies the use of HPC resources that require or are enhanced
by a graphic interface, creating an accessible option for users to
launch Jupyter lab sessions and run LLMs.

To further streamline user experience and system efficiency,
we provide pre-downloaded models. This approach reduces the
need for users to fetch and load models individually, which not
only simplifies their workflow but also helps us, as maintainers, to
troubleshoot issues more effectively. Additionally, pre-downloading
models reduce the memory footprint on the system, ensuring a
more stable and efficient environment for all users. In line with this
effort to streamline resources, we recommend the use of permanent
databases that are created once and queried multiple times, using
technologies such as ChromaDB.

We also offer existingmaterials that implement a user-friendly in-
terface to run question-and-answer chats [9] and retrieval-augmented
generation [4]. By lowering the barrier to entry, OpenOnDemand
enables a wider range of users to take advantage of our LLM support
infrastructure.

3.2 Command Line Interface for Batch Queries
Jupyter notebooks provide intuitive and interactive access to LLMs.
However, this approach lacks scalability. For users with command-
line experience, we provide Python and sbatch template scripts to
process LLM queries in parallel.

3.3 Cloud Computing with Jetstream2
Our institution also leverages cloud-based resources through Jet-
stream2, a national science and engineering cloud funded by the
NSF and made accessible through the ACCESS [2] and Campus
Champions [3] programs. Jetstream2 offers 8 petaFLOPS of super-
computing power, designed to simplify data analysis and support
AI-driven research. It provides researchers with on-demand access
to interactive computing resources, including a library of virtual
machines and shared software for creating customized research
environments. This user-friendly platform enables researchers to
build personalized virtual machines or private computing systems.
Key benefits include:

• Flexibility: provisioning virtual machines tailored to the spe-
cific needs of LLM projects, including custom configurations
for GPU and memory.

• Availability: reduced waiting time for the compute nodes.
• Usability: Jetstream2 allows the creation of pre-defined im-
ages that users can deploy without requiring setup.

• Collaboration: facilitating collaborative efforts across insti-
tutions through shared access to cloud-based environments.

Offered as a specialty request, the integration of Jetstream2with our
existing HPC framework provides a flexible, scalable solution that
complements our on-premise resources. Notably, this resource pro-
vides the means to operationalize proof-of-concept projects initially
developed on Sol, ASU’s flagship supercomputer [7]. Additionally,
Jetstream2 offers the capability to provision sustained instances
that are continually accessible, ensuring the long-term stability of
research tasks.

3.4 Infrastructure
Awell-known issue in supporting artificial intelligence applications
is the resource-intensive nature of the workflows that translates to a
high demand for resources, especially GPUs. The combined request
for these resources in a large research institution can often create
bottlenecks that result in long waiting times. At our institution, we
have implemented several measures to alleviate this situation that
focus on improving efficiency. We advise our users to choose the
most fitting node partition and quality of service flag to increase
the pool of possible nodes where their jobs can land. Specifically for
GPUs, we offer the ability to specify different models (i.e., Nvidia
A30 vs Nvidia A100 40GiB vs Nvidia A100 80GiB vs first available).
We also leverage multi-instance GPU (MIG) slices, which facilitate
efficient resource utilization and work well for quantized models.
When applied to our Nvidia A100 GPUs, the 20GiB MIG slices allow
comfortably running LLMs with up to 8 billion parameters.

4 DISCUSSION
Users of LLMs range from novices wanting to evaluate their poten-
tial applications for their research to experts training foundational
models or fine-tuning existing ones. The former presents a use case
where education and plug-and-play materials are key, offered by
our regularly schedule workshops and by-appointment consulta-
tions. The latter, and ultimately all cases present a heavy demand
for resources. We mitigate this by taking advantage of MIG slices,
a curated hierarchy of node and GPU specifications, and offering
consultations to researchers wanting to optimize their computa-
tions.

5 CONCLUSION
Supporting large language models at our institution, from proof-of-
concept to sustained instances, requires a multifaceted effort that
combines educational initiatives, sustained project collaboration,
and a wide array of advanced computational resources. By leverag-
ing tools such as Open OnDemand and Jetstream2, commonly and
easily implemented in centralized systems, and an active outreach
program that educates users about efficiency best practices, we em-
power our users to explore the full potential of LLMs in their work,
contributing to the broader academic and research community.
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