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ABSTRACT
HPC-ED is working to improve discovery and sharing of Cyber-
Training resources through the combination of the HPC-ED Cy-
berTraining Catalog, an effective and flexible interface, thoughtful
metadata design, and active community participation. HPC-ED
encourages authors to share training resource information while
retaining ownership and allows organizations to enrich their local
portals with shared materials. By basing the architecture on an
established, flexible framework, HPC-ED can provide a range of
solutions people and organizations can employ for sharing and
discovering materials.

In this paper we describe the initial pilot phase of the project,
where we prototyped the HPC-ED catalog, established an initial
metadata set, provided documentation, and began using the system
to share and discover materials. We gathered community feedback
through a variety of means, and are now planning an implemen-
tation phase based on evolving our architecture and tools to meet
community needs and feedback through improved interfaces and
tools designed to address a range of preferences.
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1 INTRODUCTION
A wealth of CyberTraining material exists, but locating appropriate
resources can be challenging. HPC-ED’s primary goal is to improve
discovery and sharing of CyberTraining resources through the HPC-
ED CyberTraining Catalog, an effective and flexible interface, and
active community participation. HPC-ED enables training mate-
rial owners to share metadata describing their resources, allows
organizations to enrich their local portals with shared materials,
and provides individuals with the ability to share and discover
training resources. The catalog is based on Globus Search [6], an
established, flexible framework; this allows HPC-ED to provide a
range of solutions people and organizations can employ.

During the initial stage of the project, we prototyped theHPC-ED
catalog, developed a set of basic metadata [15], provided instruc-
tions for sharing and discovering materials, and began populating
the catalog using different sources. We gathered community feed-
back through surveys, presentations, tutorials, and hackathons,
explored collaborations and engaged with projects interested in
utilizing the catalog. Currently, the project is evolving to address
community needs and feedback; we are adapting interfaces and
building tools to address a range of preferences, including down-
loading filtered search results and using Jupyter Notebooks to share
resources. Details of the pilot project can be found in [30].

Building on recent improvements, our immediate goals are to
implement an improved approach for hosting the HPC-ED catalog
in production mode, expand its user base, and continue to improve
tools and interfaces, such as integrating Large Language Models
(LLMs) to generate relevant and contextually appropriate metadata
and content and supporting a new approach to share material meta-
data (see Section 3). By implementing a federated catalog with a
robust interface, HPC-ED can broaden the reach of training materi-
als, increase their usage, and expand local learning resources.
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Figure 1: Pilot project architecture: Key features include:
materials remain in original location; only metadata de-
scribing the materials are stored; individuals or smaller
organizations can share their materials more broadly.

Figure 2: Implementation project architecture: key
change is a decentralized pull model with indirect inter-
action with the HPC-ED catalog, providing improved se-
curity, quality checks, and enabling tool development.

2 PILOT: PROOF OF CONCEPT
The pilot project and results are highlighted in this section. Details
about the project can be found on the project web page [14] and
additional progress and results can be found in a recent paper [30].

2.1 Architecture
The pilot project architecture is designed to enable CyberTraining
material sharing and discovery. The community currently relies
on finding resources on local training catalogs and discovery por-
tals hosted at larger research or commercial organizations, or by
using internet search engines. The HPC-ED Pilot architecture (see
Figure 1) leverages and builds on the strengths and flexibility of
organization-specific training catalogs and portals while enabling
individuals to share their materials and discover training materials
from all HPC-ED catalog participants.

An overview of the process as implemented in the pilot project is
presented in Figure 1. Key features of this architecture are that mate-
rials remain in their original location; only metadata describing the
materials are stored in the HPC-ED catalog; individuals or smaller
organizations can share their materials more broadly; thoughtful
metadata design results in more appropriate search results; and the
robust software base used is stable and provides excellent flexibility
for mid-level tools.

Using Globus Search commands, materials can be shared or dis-
covered. Sharing materials is done by compiling HPC-ED specified
metadata in JSON (JavaScript Object Notation [17]) format and
sharing it with the HPC-ED catalog. Sharing to the pilot catalog
requires authorized credentials, which are issued by the HPC-ED
project. Searching the catalog is done by issuing a Globus Search
command or by using any web portal that is populated with catalog
materials. Authorization credentials are not needed to search public
HPC-ED catalogs. Sharing and discovery is described in detail on
the project wiki page. [16]

2.2 HPC-ED Pilot Metadata
The HPC-ED project is committed to ensuring that the digital ob-
jects stored in the repository are findable and reusable. This is
accomplished by following the Findable, Accessible, Interopera-
ble and Reusable (FAIR) principles, [5]. The HPC-ED Pilot project
website describes the metadata that is being used for an initial
demonstration of capability. [15] We discuss our implementation
plans in Section 5.2. This includes custommetadata and existing sets
including: Metadata required by the Globus search, the Research
Data Alliance (RDA) ontology for recommended minimal metadata
set for training materials [12], the set of HPC-ED metadata, and the
Dublin Core Learning Resource Type. [3]

HPC-ED uses Globus search tools, which require a JSON for-
matted document that is used to share information on resources
and events to the HPC-ED catalog. [6] Details on the fields in the
JSON document can be found in the HPC-ED Metadata Description
and the Globus Search Overview. Currently there are 9 required
metadata fields and 12 optional fields, including Title, Description,
Authors, Publisher, Type, Language, Cost, Format, License, Target
Group, Expertise Level, Certification details, and very importantly,
Persistent Identifiers, Tags, or Keywords. One optional field is "key-
words," which can be used to add additional search metadata.

A challenge for the repository lies in the area of searching and
discovery, especially when the number of objects is large. The
metadata and keywords used by the HPC-ED project will be used
to create an HPC training materials taxonomy, knowledge graph,
and eventually an ontology. This data will be used to support a
variety of clients to share and discover materials. These can be used
to create an LLM for discovering training materials.

2.3 Communication and Community
To facilitate effective communication and participation in the com-
munity, a dedicated website and wiki were established as part of
the project. The website provides a comprehensive overview of
the project, including details of recent and upcoming events. The
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wiki serves as a repository for procedural documentation, which
is regularly updated to ensure clarity and accessibility, featuring
resources such as a quick start guide.

In addition to these resources, a Slack channel and an ACCESS
affinity group were created to offer support to users testing the new
tools. Regular emails have been distributed throughout the project
year to keep mailing list subscribers informed of new developments,
features, and future events. An informational session was held in
April for people interested in utilizing the publication and sharing
tools. During this session, processes were reviewed and feedback
was sought. For those unable to attend, the sessionwas recorded and
made available on the project website to ensure broad accessibility.

Project documentation is provided on the HPC-ED web site [14]
which includes a project overview, community activities, events,
and contact information. Technical documentation for sharing and
discovering HPC-ED catalog materials are available on the HPC-ED
wiki pages [16]. The wiki includes a process overview, a full de-
scription of the required and optional metadata, along with detailed
and quick start documents on how to share and discover materials.
The recording of an early tester online event is available online
[13].

HPC-ED is seeing growing interest in engagement from people
and organizations, and coordination with projects as a result of
meetings, presentations, and hackathons 5.1. Recent presentations
include Practice and Experience in Advanced Research Computing
2024: Human Powered Computing [30], Assessing Shared Material
Usage in the High Performance Computing (HPC) Education and
Training Community [19], The HPC Federated Learning Catalog [18],
and Scaling HPC Education [20]. In addition, a tutorial Publishing
and Discovering CyberTraining Materials Across the HPC and CI
Research Communities [21] was held at PEARC24 [24].

With our objectives for the pilot project successfully testing
the concept met, effort has begun on initiating an action plan for
implementation.

3 IMPLEMENTATION: IMPROVING
USABILITY AND SCALING

The HPC-ED implementation plan includes a decentralized architec-
ture that retains flexibility and adds security with the integration of
several new features: implementing a distributed model for sharing
of data by contributing partners, adding security by controlling
which partner data is added to the catalog, validating and vetting
partner and shared metadata, developing different sharing and dis-
covery approaches for different types of partner capabilities, and
engaging in collaborations to develop new tools and build commu-
nity. These new features are described the sections below.

3.1 Architecture
We are shifting to a new architecture, as shown in Figure 2, that
will be more flexible, secure, and easier to use. The primary change
is that rather than giving all community members direct access to
share resource metadata with the HPC-ED catalog, we are shifting
to a decentralized pull model where contributors will not directly
share metadata with the HPC-ED catalog. Instead, the relevant data
will be pulled from local catalogs to the HPC-ED catalog. When the
data is pulled, identity information will be added, and quality checks

will be conducted. In addition, only the data that is necessary for the
HPC-ED catalog will be pulled. This change has many advantages:
the community member does not need to obtain a provider ID or
create unique subject tags as they will be automatically created by
the pull software, the community member can choose the automatic
sharing interval (e.g. daily, weekly, or monthly), and each person or
site can choose the method that best suits their needs. By removing
the ability to share directly with the catalog, the project benefits
from an interim step that allows security and quality checks to be
applied.

This architectural shift enables a variety of sharing and discovery
options, such as those described in the following sections.

3.2 Sharing Training Material from Local
Catalogs

The new HPC-ED architecture supports a decentralized data col-
lection system (see Figure 3). The HPC-ED architecture supports
the creation of local catalogs created by different organizations
and projects. When registered, the system will identify relevant
contributions, and then will pull, inspect and validate the mate-
rial. Examples of different contribution mechanisms are described
below.

For organizations with multiple resources to share, but choose
not to maintain a local catalog, the system can accept shared ma-
terials from a variety of document formats. A few examples are
provided below.

3.2.1 Spreadsheets: A spreadsheet template is provided that
includes dropdown selections, help tabs, and common values, all
intended to simplify choosing appropriate metadata to describe
the shared materials. The spreadsheet can either be shared once
by email to the project email address, or, if shared with the project
via a google spreadsheet, it would be used to update the shared
material at the selected periodicity. This method also simplifies the
process by removing the requirement to provide a provider ID and
unique subject fields.

3.2.2 Simple Text Files. The system architecture can accept mul-
tiple file formats, including a text file. In this example, we use
"key=value" pairs based on the HPC-ED required metadata. A snip-
pet of the code is shown in Figure 4.

3.3 Discovery Clients
The federated catalog has a search API that is client agnostic. [15]
Currently the search query returns the JSON formatted metadata
information. Other query mechanisms will be created as part of the
implementation phase of the project.

3.3.1 Download search results to a web page. A simple method
to incorporate select materials from the catalog into a local web site
is to download those results directly to an html file. This method
has been implemented on the development portal [23]. After using
the filters available on the portal to find the desired materials, a
button on the page shares a downloaded web page with the results
that can be incorporated into a local web site.

3.3.2 AWebApplication to DiscoverMaterials from a Local Portal.
A collaborative effort is underway to provide a web application
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Figure 3: Diagram demonstrates how resource ma-
terial is pulled from remote catalogs based on vali-
dation criteria and permissions.

Figure 4: Example showing the SDSC TrainingMaterials text file
used to share materials, consisting of KEY=VALUE pairs, where
KEY is based on the HPC-ED metadata. [15]

that can be used on any local site to let visitors search the HPC-ED
catalog without leaving their local community portal. This would
be available to download from GitHub in the form of an iframe
plug-in.

3.3.3 Training Materials Web Page. The discovery example in
Figure 5 shows the SDSC Training Materials client (Webhost) dis-
covering relevant metadata stored in the catalog (via a python
script titled "intvid.py") to display training material to the different
clients. The diagram shows the specific case of retrieving videos
from YouTube [25] based on video url information contained in the
federated catalog.

4 COLLABORATIONS
The collaborative efforts of multiple organizations have contributed
significantly to the advancement of this project. ACCESS Support
and ACCESS Operations have played a crucial role in metadata
development and hosting a pilot catalog search portal. Future plans
include the integration of ACCESS training materials into the repos-
itory and the provision of our search tools to ACCESS users, includ-
ing a proposed NAIRR (nairr.org) training catalog collection. This
aligns with the project’s goal of enhancing metadata interoperabil-
ity and improving user discovery.

The ACM SIGHPC Education chapter has emerged as a valuable
partner for dissemination through its Education committee. This
collaboration facilitates the broader distribution of project resources
and findings within the high-performance computing education
community. Additionally, the Outreach committee is developing
a web application to integrate the repository into the chapter’s
website, which will enhance accessibility and user engagement.

These partnerships have been instrumental in addressing key
challenges in metadata management, including analyzing metadata
requirements, adopting appropriate schemas, and creating meta-
data content. The collaborations also support the project’s focus on

improving search functionality and providing web services, which
are essential for enhancing the discoverability and utility of digital
resources. We will continue to reach out through our website and
email updates and outreach opportunities to connect with the HPC
Education and Training Community and identify new collabora-
tions.

5 QUALITY ASSURANCE
Our quality assurance plan is focused on allowing for both human
collection and automated collection of quality assurance and review
information on catalog items. Defining quality variables in digital
libraries can contain a large number of dimensions [7, 31]. After
a review of different potential quality variables, we chose 4 items
that would help us to maintain a process easy enough for the end
user to encourage participation and enough data to help with the
overall goal of connecting end users to materials hosted by catalog
maintainers. These 4 items include 2 human contributed review
items, and 2 automated items.

For human contributed reviewmetadata, wewill focus onwhether
the end user found materials that were accurate and well crafted
(content correctness), and whether the search process helped the
user to find what they were looking for (search relevance). As our
goal is to provide a federated search across catalogs, our focus is
at the item level and not the collection level. Reviews will ask end
users two questions, with a Likert scale response (displayed as star
ratings) and an optional text exposition of the user’s answer. First,
“Did you find what you were looking for?” Second, “Howwould you
rate the quality of the materials you accessed?” Likert scale ratings
will allow for a no response option in cases where a response is not
applicable (A user who did not find what they were looking for, for
example, may not choose to follow up with a statement on material
quality.)
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Figure 5: Discovery example showing the SDSC Training Materials client discovering relevant metadata stored in
the catalog to display training material to the different clients. Diagram shows specific case of retrieving videos
from YouTube [25]

For automated review metadata, we will focus on availability
and accessibility, as measured by standard uptime measures which
can be checked periodically and ADA compliance, for which there
are multiple online tools available which have been used for studies
in educational settings (See for example [29]).

Review metadata will be stored in a single Globus collection
managed by the project, to ensure consistency of metadata format,
and to allow for one to many relations between items and reviews.
Reviewer identity will be managed and collected through the user’s
CI login, and stored by ORCID ID. For automated review metadata,
a list of datetime values for which the URI was checked along with
response will be stored, and ADA compliance will include metadata
on the datetime of each check, the compliance tool used, and the
result.

We will develop JavaScript based web applications that can be
embedded into both item pages and into search results.

5.1 Workshops/Hackathons
Hackathons have become valuable tools in high-performance com-
puting (HPC) education and training, providing an intensive, hands-
on environment for participants to engagewith real-world computa-
tional challenges. These events foster collaboration and innovation
by bringing together students, professionals, and researchers to
solve complex problems using HPC resources. Through hackathons,
participants not only deepen their technical skills in parallel com-
puting, data analysis, and algorithm optimization, but also develop
critical soft skills such as teamwork, problem-solving, and com-
munication. This immersive learning experience accelerates the
development of expertise in HPC, making it a highly effective model
for educational and training programs in the field.

A central repository of high-performance computing (HPC) train-
ing materials can significantly enhance the effectiveness and impact

of HPC hackathons. By providing participants with ready access
to comprehensive resources, such as tutorials, code libraries, case
studies, and best practices, the repository ensures that both novice
and experienced participants can quickly upskill and troubleshoot
during the event. This centralized resource hub allows teams to
focus on applying knowledge to real-world HPC challenges, rather
than spending time searching for learning materials. Furthermore,
the repository promotes consistency in training, helping hackathon
organizers standardize the educational experience and ensure that
participants have the foundational knowledge needed to maximize
their productivity and success during the hackathon.

Hackathons can play a pivotal role in improving the development
of high-performance computing (HPC) training materials by pro-
viding a real-world testing ground for educational content. During
these events, participants encounter various challenges and gaps
in their understanding, which can reveal shortcomings in existing
materials. This feedback from participants, especially in terms of
the resources they found most helpful or lacking, offers valuable
insights for refining and expanding training content. Additionally,
the collaborative and fast-paced nature of hackathons often leads to
the creation of new tools, workflows, and techniques, which can be
incorporated into future HPC training modules. The dynamic envi-
ronment of a hackathon thus fosters continuous improvement of
training resources, ensuring that they remain relevant and aligned
with the evolving needs of the HPC community.

As a means to grow the data contained in and the community
around the HPC-ED catalog, workshops, tutorials, and hackathons
have been held at multiple cyberinfrastructure-related events. The
events began with mini-workshops to engage with the community
in a fashion that both spurred conversation and gathered terminol-
ogy data from the audience. Later workshops and tutorials provided
overviews for alpha and beta users. Additionally, a student-centered
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hackathon saw the creation of example web applications built with
the HPC-ED catalog API.

5.1.1 Mini-Workshops. Initial community engagement with the
HPC community began through the use of mini-workshops in
which terminology linked to categorization was gathered. Two
such events included the SGX3 Faculty Hackathon [9] and later
Gateways Conference [26]. The workshops prompted the audience
members to define overloaded terms common to cyberinfrastruc-
ture in the community. The results were collected with the inter-
active whiteboard application Google Jamboard [8]. The results
were displayed during the sessions with commentary to induce
conversation and dissemination further. The audience members
produced 211 definitions across six common terms. The results will
aid in future HPC-ED categorization methodologies.

5.1.2 Hackathon. In June of 2024 the HPC-ED API was selected
by three undergraduate student groups as the focus of their hackathon
projects. The event, SGX3’s HackHPC@ADMI24 [11] hosted by
the The Association of Computer Science Departments at Minority
Institutions (ADMI) [22] and funded by Science Gateways Commu-
nity Institute [28] through SGX3 1 for workforce development. The
three teams were comprised of four students and a team mentor.
In summary, the teams created web applications that implemented
HPC-ED catalog search and publication [10]. Deliverables included
GitHub repositories, presentations, and posters of which two were
submitted to the Gateways24 Conference [27].

5.1.3 Workshops and Tutorials. Several workshops and tutorials
have been conducted focusing on community usage and education.
From workshops with concept dissemination to alpha user tutorials,
HPC-ED has used both virtual and in-person events for directed
community engagement. One such event took place at the Practice
& Experience in Advanced Research Computing PEARC24 [24]
annual conference as a tutorial titled Publishing and Discovering
Cybertraining Materials Across the HPC and CI Research Communi-
ties [21]. The session was attended by over 30 educators/trainers
in the HPC field. The tutorial included the use of a developmental
catalog that was populated by the audience members. As true alpha
users, the engagement both highlighted future enhancements and
features through conversations and discussions fostered during the
event. The audience members provided real-time feedback as a very
diverse sample of clients.

5.2 Metadata and Metrics
As described in Section 2.2, the federated catalog metadata is de-
signed to enable training material owners to share materials by
publishing metadata associated with those materials to the feder-
ated catalog. In the pilot phase, we adopted a “minimal” metadata
set approach, details of which can be found on the HPC-ED meta-
data description web page [15]. These metadata terms were used
to conduct simple searches.

In the implementation phase, we will extend the existing meta-
data fields to include the following categories: metadata that de-
scribes the training material, its access methods, and educational
characteristics; metadata that identifies the publisher and source of

1SGX3 was funded by the National Science Foundation under award number 2231406

the training material so that when an individual selects a specific
training item they can be directed to the source catalog that pub-
lished that material in order to browse all available information and
to access that training material; metrics metadata about educational
material reviews, ratings, and access metrics. Information about
the metrics will be drawn from the quality assurance part of the
project, as described earlier in Section 5.

Defining, categorizing, and standardizing the metadata will be a
significant effort. Where possible, we will identify and use existing
metadata sets, taxonomies, and ontologies. [2, 4, 32] Where needed,
we will add new terms to these existing ontologies and work with
existing communities to update them or to extend the HPC-ED
training materials ontology.

6 FUTUREWORK
Looking to future directions for the HPC-ED project, we will extend
interface functionality, expand the types and quantity of catalog
offerings, and pursue additional outreach opportunities to raise
awareness of the project. The primary value of any directory of
training materials is in the breadth and quality of the offerings
available, and our immediate plan is to make adding entries to the
catalog an easier task. There are still a number of organizations
who have expressed interest sharing their materials but are waiting
until the process is easier. Improving the process to add materials
is a critical element to supporting the growth of the catalog and
bringing additional partners to the project.

As the process for listing more entries in the catalog improves,
we will continue to work to build awareness of the project and the
potential for discovering and sharing more materials. This includes
meetings within the national cyberinfrastructure community that
bring together trainers and learners (PEARC, SCxy, and other meet-
ings), as well as reaching out through the CyberTraining program
in order to support these projects in making their training offerings
easier to discover and share.

With additional items discoverable through HPC-ED, providing
fully-functional quality assurance for catalog listings will be a ne-
cessity to ensure that users are directed to items that are relevant,
salient, and effective. HPC-ED will incorporate a familiar content
ratings system (”one to five stars”) that allows users to contribute
scores for materials appearing in the catalog, and will experiment
with leveraging AI tools to provide summaries and quality ratings.

Looking further to extending the capabilities of the project, we
will make use of the idea-generating potential of Hackathons and
Workshops where the HPC-ED team can participate and help iden-
tify refinements and improvements to the catalog interface options,
search, quality assurance, and integrations. Our team will also look
to the capabilities of LLMs for providing better training results
and summaries of content. Throughout the process of supporting
sharing and discovery of training materials by a wider group of
trainers and learners, we will continue to note the contributions of
users of the catalog in order to identify capability improvements
and extensions.
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