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Introduction to Volume 15, Issue 1
David Joiner, Editor

Kean University
djoiner@kean.edu

Volume 15, Issue 1 of the Journal of Computational Science Educa-
tion offers a comprehensive overview of current trends and inno-
vations in High-Performance Computing (HPC) and cybersecurity
education. This issue emphasizes the importance of innovative ed-
ucational strategies, the shift toward online and hybrid learning
models, the role of community building in creating inclusive educa-
tional environments, the necessity of aligning educational content
with practical application, and the critical need for sustainability
and evolution in educational programs. Through these themes, the
issue reflects a broader commitment to developing a diverse, skilled
workforce capable of navigating the challenges and opportunities
of these rapidly evolving fields, underscoring the significance of
adaptability, inclusivity, and real-world relevance in shaping the
future of HPC and cybersecurity education.

This issue includes articles from the tenth annual Best Practices
in High Performance Computing Training and Education meeting
at SC23, one article from the ninth annual BPHTE meeting, and a
submitted student paper.

Purwanto et al. describe the DeepSecure training program to
bolster cybersecurity. Multiple authors discuss efforts to manage
hardware and architecture access for resource-constrained learners,
including Johnston et al.’s description of using OpenHPC based
virtual systems, Raoofy et al.’s paper on the BEAST Lab course on
modern architecture and accelerators, and Seegerer and Nakahara’s
paper on approaches to teaching quantum computing.

Other papers focus on the challenge of scaling the delivery of 
training resources to a wide audience, including Vivas et al.’s paper 
on HPC Education in Colombia’s summer schools, Reid et al.’s pre-
sentation of the HPC Carpentry program, Mehringer et al.’s descrip-
tion of the HPC Ed pilot project to share and federate repositories 
of training objects, and Crosby et al. detail a Cross-Institutional Re-
search Engagement Network to train facilitators to expand the out-
reach of research programs at the University of Tennessee Knoxville 
and Arizona State University. Filinger and Cohen describe results 
from the "Understanding the Skills and Pathways Behind Research 
Software Training" BoF at ISC’23. Lastly, multiple papers focus 
on examples of student projects and training programs, including 
a student paper by Yazdani et al. on using neural networks for 
materials science, Adeniji et al.’s paper on multiple projects using 
Unity for Virtual Reality-based science visualization, Bautista and 
Sukhija’s paper on a new Data Science certificate program at the 
National Energy Research Scientific Computing Center, and Leung 
et al. describe the HPC Bootcamp program with the Department of 
Energy.

We thank all of our contributors, editors, reviewers, and readers 
and look forward to hearing more from you in future issues!

Sincerely,
Dave Joiner
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ABSTRACT
The Data-Enabled Advanced Computational Training Program for 
Cybersecurity Research and Education (DeapSECURE) is a non-
degree training consisting of six modules covering a broad range of 
cyberinfrastructure techniques, including high performance com-
puting, big data, machine learning and advanced cryptography, 
aimed at reducing the gap between current cybersecurity curric-
ula and requirements needed for advanced research and industrial 
projects. Since 2020, these lesson modules have been updated and 
retooled to suit fully-online delivery. Hands-on activities were refor-
matted to accommodate self-paced learning. In this paper, we sum-
marize the four years of the project comparing in-person and on-
line only instruction methods as well as outlining lessons learned. 
The module content and hands-on materials are being released 
as open-source educational resources. We also indicate our future 
direction to scale up and increase adoption of the DeapSECURE 
training program to benefit cybersecurity research everywhere.

KEYWORDS
Parallel computing, big data, machine learning, cybersecurity, non-
degree training, hands-on, online training

1 INTRODUCTION
The world that we live in today relies heavily on connected comput-
ers and mobile devices. Furthermore, many physical instruments 
are now connected to form the “internet-of-things”. As such, the sig-
nificance of cybersecurity cannot be underestimated. Cybersecurity 
in practice consists of many different tools, techniques and policies 
to protect and defend computing systems from potential attacks, 
as well as detect and mitigate attempted attacks. The research and 
development of novel cybersecurity tools and techniques have be-
come more dependent on advanced cyberinfrastructure (CI) due to 
increasing complexity of the cyber systems being defended, as well 
as the growing intensity and sophistication of cyberattacks. As an
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classroom use is granted without fee provided that copies are not made or distributed 
for profit o r c ommercial a dvantage and t hat c opies b ear t his notice and t he full 
citation on the first page. To copy otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission and/or a fee. Copyright ©JOCSE, 
a supported publication of the Shodor Education Foundation Inc.

© 2023 Journal of Computational Science Education
https://doi.org/10.22369/issn.2153-4136/15/1/1

area of study, cybersecurity is amulti-disciplinary field which draws
from areas such as computer science and engineering, information
technology, mathematics, business, law, social science, psychology,
and more. At present, however, standard curricula used in many
colleges and universities lack inclusion of advanced CI techniques
to strengthen cybersecurity analysis, research, and development.
This lack exists only in cybersecurity as a stand-alone discipline,
but also in many of its “upstream” disciplines mentioned earlier. As
a result, skill and knowledge gaps exist among students who are
being trained to work in research areas related to cybersecurity.

With funding from the National Science Foundation (NSF), the
School of Cybersecurity at Old Dominion University (ODU) devel-
oped DeapSECURE (short for Data-Enabled Advanced Computa-
tional Training Platform for Cybersecurity Research and Education)
as an innovative, non-degree CI training program tailored for cy-
bersecurity students and researchers. The DeapSECURE training
program was created to address major curricular gaps in cybersecu-
rity education in the areas of advanced computing. This non-degree
training program consists of six modules that cover a broad range
of CI topics: high performance computing (HPC), big data analyt-
ics (BD), neural networks (NN), machine learning (ML), parallel
programming (PAR) and cryptography for privacy-preserving com-
putation (CRYPT) [16]. These techniques are used extensively in
state-of-the-art cybersecurity research and practice.

The goals, approach and philosophy of the DeapSECURE train-
ing program has been described in detail our earlier paper [18].
DeapSECURE emphasizes hands-on experience to fortify and con-
nect theoretical materials with real-world applications. The primary
goal of DeapSECURE lessons is to “crack open” the tough nuts of
CI methods and concepts through practical use cases and codes.
Application examples in the modules are carefully selected to en-
gage learners in the field of cybersecurity and aim to train current
and future researchers, engineers and practitioners with advanced
techniques and skills necessary to carry out cybersecurity research
and industrial projects. In a way similar to that adopted by the Car-
pentries [3], we leverage real cybersecurity problems (i.e. scenarios)
and datasets as a way to introduce and practically learn the CI tech-
niques through workshops. The CI technique unfolds as the lesson
progresses through a series of computer codes employed to work
out the solution. Quite frequently, important concepts are directly
demonstrated to learners by these codes, followed by the explana-
tion on the spot. All the lesson materials are available openly on
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the DeapSECURE website [16]. Workshops based on DeapSECURE
lesson materials are not meant to replace comprehensive educa-
tional means such as semester-long courses; neither are the lessons
intended to serve as a complete overview or an in-depth treatise on
the CI topics. Rather, they are meant to give an initial practical ex-
posure to CI and to provide learners with the first “stepping stones”
to their further learning of CI for their own purposes (e.g. research).
Exercises and activities in the lessons encourage learners to try,
explore, and experiment with the CI tools. This training program
has been in continuous development since 2018. By 2022, the lesson
modules have been improved and road-tested through at least four
workshop iterations.

In this paper, we present the complete conversion of all the
DeapSECURE lessons from the in-person format to fully virtual
delivery: the changes implemented to adapt the lessons for virtual
workshops, the experience of conducting the workshops online,
and the learners’ feedback and reaction to the online format. We
will also describe our effort of training students to become work-
shop teaching assistants (WTAs) and content developers, which
we consider to be an important next-step to sustain the training
program beyond NSF funding. The rest of the paper is organized as
follows: Section 2 describes the first two years, when training was
conducted in-person only. Section 3 outlines training adaptation to
the online delivery and introduces our approach to training WTAs
to assist the development process. In Section 4, we note on the
statistics of the learners and their perception of the transition of
DeapSECURE from in-person to online training. Finally, we discuss
the availability of open-source training modules (Section 5) and a
future roadmap in Section 6.

2 FIRST- AND SECOND-YEAR DEVELOPMENT
First year (Y1, 2018–2019 academic year)—The lesson modules
of DeapSECURE were developed from scratch in the first year of
the program. The unique component of DeapSECURE—combining
exposure of state-of-the-art research and hands-on training on CI
techniques—was developed through intensive engagement with cy-
bersecurity researchers at ODU [18]. The hands-on component was
designedwith the use of HPC (i.e., parallel computers) inmind, since
HPC will allow students to eventually scale up their computation
when working with many challenging, real-world cybersecurity
research problems. The training materials were developed collab-
oratively by the project’s principal investigators (PIs) and WTAs
using Gitlab for codes, lessons and data repositories, as well as
Google Drive for document sharing and workflow coordination
among team members. Three Ph.D. students assisted in the devel-
opment of the lessons and the hands-on parts of the workshops.
Assessments had been an integral part of the training program
since its inception, utilizing pre- and post-workshop surveys, as
well as focus group interviews. Findings from assessments helped
drive continuous improvement of the program.

The six modules were offered twice in Y1, first as a series of
workshops during the 2018-2019 academic year, and second as a
week-long summer institute in June 2019. (These were in-person
events, but the entire sessions were recorded with the support of
ODU Distance Learning for learners’ review and/or future pur-
pose of creating a repository of video learning resources.) Each

workshop lasted for three hours, which included a 30-minute cy-
bersecurity research presentation by ODU faculty members. The
bulk of the workshop consisted of hands-on introduction of CI
methods using the participatory live coding method as adopted by
the Carpentries [12], where the instructor narrated the method and
typed on his/her own computer screen, and learners were to follow
the same steps on their own computers, following the instructor’s
projected screen. The hands-on activities of the workshops were at
that time carried on ODU’s Turing HPC cluster, primarily on the
UNIX terminal interface. The first-year program, the contents of
the workshop materials, the demographic of the learners, and the
initial assessment results were described in detail in Ref. [18].

The training program was widely advertised to ODU student
body, particularly to cyber-related fields (cybersecurity, electrical
and computer engineering, computer science, and modeling & sim-
ulation study programs). There were close to 50 sign-ups received;
they were all accepted to the program. During the academic year,
student attendance varied greatly through the semester (between
11 and over 30) based on their course workloads. Participation in
summer institution was more consistent (17–21), presumably due
to the absence of other commitments and contiguous workshop
days. The workshops were generally well received, and students
were exposed to state-of-the-art cybersecurity research topics and
modern CI methods, both of which were not in the students’ gen-
eral awareness prior to this training. There were notable challenges
in the hands-on sessions, however, due to the diversity of the par-
ticipants’ backgrounds as well as their computer programming
experiences [17]. In particular, the command-line interface posed
difficulty for many learners, who had not been familiar with such a
mode of interaction with computers.

Second year (Y2, 2019–2020)—Key changes were introduced
to the lessons and the workshop delivery [17], taking the lessons
learned from the first year’s workshop experience. Firstly, the mod-
ules were grouped into two distinct groups: (1) compute-intensive
modules (HPC, CRYPT, PAR); (2) data-intensive modules (BD, ML,
NN). The data-intensive modules were completely rewritten to use
Pandas [13] as the data analytics toolkit (in Y1, the BD module used
PySpark, which is a more difficult framework to use), together with
scikit-learn [14] and Keras [4]. In an effort to streamline the lessons,
a single cybersecurity use case was used for the three lesson mod-
ules, leveraging the SherLock smartphone security dataset [11].
This resulted in a more focused attention to three cybersecurity
themes as the backdrop to introduce the CI techniques in the lessons:
(1) spam email analysis; (2) computation with homomorphically
encrypted data; (3) mobile device security. Additional hands-on ses-
sions named “hackshops” were introduced (one session for every
workshop) to provide opportunities for further hands-on learn-
ing, guided by the WTAs. Table 1 shows the lesson modules of
DeapSECURE after all the changes had been completed in Y2. All
the DeapSECURE lessons and their resources are available openly
at DeapSECURE’s project website [16].

While the training was still widely announced to any interested
students at ODU, acceptance to the workshop was limited to those
who had experience in writing simple computer programs (100
lines or less). This resulted in a smaller cohort at the beginning.
The workshop format, structure, and length remained the same as
the previous year. The workshop dates were compressed towards
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Table 1: The DeapSECURE Lesson Modules (since Fall 2019)

Module Lesson Description Hands-on Activities Toolkits
HPC Introduction to HPC and how to access, use

and program HPC systems
Analyzing countries of origin from a large collection of
spam emails; using parallel processing on HPC to speed
up data processing

UNIX shell
commands, SLURM

CRYPT Advanced cryptography for
privacy-preserving computation

AES ciphertext cracking; “King Oofy”
privacy-preserving census; Paillier encryption of bitmap
image data

AES-Python [19],
Python-paillier [5]

PAR Parallel programming with MPI Parallelization of image Paillier encryption mpi4py [6],
Python-paillier

BD Big data (BD) analytics Processing, cleaning, analyzing, and visualizing large
SherLock dataset

Pandas, Matplotlib,
Seaborn

ML Machine learning (ML) modeling Classification of smartphone apps based on system
utilization data using classic ML methods

scikit-learn [14]

NN Neural networks (NN) for deep learning
modeling

Building neural networks to classify smartphone apps TensorFlow [2] and
Keras [4]

the beginning of the semesters (amounting to 3 workshops per
semester) in an effort to improve retention. We were able to secure
a large classroomwith tables for collaborative work in small groups,
which greatly improved hands-on learning. For the data-intensive
module, we devised a hackish way to run Jupyter (a web-based
interactive Python environment) on Turing HPC compute nodes
and forward the output to learner’s computers. While this was a
great improvement over using vanilla Python / IPython interface,
the set up procedure was very challenging for most learners, result-
ing in lost time. The assessment results were discussed in Ref. [17],
comparing attendance and a subset of knowledge acquisition from
both the first and second years. The hands-on part of the work-
shop was particularly well received by many learners. While there
were indications of somewhat better outcome in the second year
(e.g. attendance, learner’s satisfaction rate), we still noticed chal-
lenges particularly in the area of knowledge acquisition from the
workshops.

3 THIRD-YEAR DEVELOPMENT: FROM
IN-PERSON TO ONLINE WORKSHOPS

The COVID-19 pandemic hit shortly after the second-year work-
shop series was completed. This forced the DeapSECURE team
to change the structure and format of the workshops and make
them ready for online delivery. The team conducted a pilot online
workshop in the summer of 2020, using Zoom videoconferenc-
ing platform for synchronous instruction, Jupyter for hands-on
activities, and Slack (a group-based messaging platform) for com-
munications among team members and learners during and after
each workshop. By this time, an Open OnDemand instance [9] has
been set up for the newer Wahab cluster, which enabled convenient
access to Jupyter environment. Based on the experience and lessons
learned from this pilot workshop, we proceeded to convert all the
DeapSECURE lesson modules to the online delivery format in the
third year.

3.1 Lesson Format Redesign
While it is still possible to emulate a Carpentries-style hands-on in-
struction using Zoom, there are several challenges with this format:
(1) It is difficult for instructors to get the sense where the learners
are, and whether they are able to follow or have difficulties, since
most learners tend turn their cameras off and be quiet in Zoom; (2)
From the past years, the full hands-on learning of a DeapSECURE
module could not be completed within the 3-hour time frame of
the workshop, leading to incomplete knowledge delivery. Remote
learning tends to be a self-directed process, where learners needs to
have more autonomy in driving their own learning process; there-
fore a suitable online training format should account for this, while
compensating the known challenges.

In the online format, Jupyter was the platform of choice for
nearly all the modules except the first one (HPC), where command-
line interaction on a UNIX shell was a major and essential part of
the lesson. In Y3, a major effort was spent in producing Jupyter note-
books for the online workshops, between 2–3 notebooks per lesson
module. The Jupyter notebooks were an abridged version of the
web-based, Carpentry-style lessons produced by this project [16].
But unlike the web-based lessons, which contain mostly completed
codes, these Jupyter notebooks contain partially completed codes
which are to be completed by the learners as they are going through
the notebooks. In this regard, we deviated from the teaching model
of the Carpentries, which typically “unfolds” the computer codes
from complete scratch. (Carpentries-style lessons are like textbooks,
but they are generally intended for the instructors while preparing
for their teaching, although a motivated learner can definitely use
these lessons to learn hands-on computing skills independently.)
This is an important design consideration that we took in order
to make the notebooks usable for self-paced learning. One major
challenge with online hands-on workshops is that learners can
easily get lost when they fall behind the instructor. In an in-person
workshops, instructors can easily identify learners that face diffi-
culties from their gestures and facial expressions—something that
is very hard to sense in a virtual workshop because most learners
turn off their cameras. With their own notebooks, learners would
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have a way to catch up the missed part. The technical steps for
creating Jupyter notebooks for online workshops was described in
Ref. [7].

In addition to converting the lessons to the Jupyter format, much
work was dedicated to improving and tuning the parts of the lessons
to fill the gaps, devise better approaches to teach the concepts and/or
skills. For every lesson, we sifted through the episodes and parts and
identify the most salient parts of the concepts, codes, and exercises
that will be included in the notebooks. Details that are important
but too long to be included in the notebooks are referenced using
links to the web-based lessons. This process was done to focus
learners’ attention only on those critical parts of the CI knowledge
and skills:

(1) The HPC module was reworked to introduce basic paral-
lel processing of independent tasks using only shell scripts
(the previous version jumped directly to using GNU parallel,
which did not give learners an opportunity to observe how
the domain decomposition was performed).

(2) The CRYPT module guides learners to encrypt and decrypt
data using homomorphic encryption (Paillier) as well as
the standard AES encryption; compares and contrasts their
strengths, limitations, as well as computational costs.

(3) In the PARmodule, emphasis was placed on basicMPI “verbs”
such as send, receive, broadcast and barrier; then followed
by the step-by-step MPI parallelization of a simple “map-
reduce”-style computation.

(4) The BDmodule focuses on the basic data processing building
blocks (e.g. select, filter, sort, groupby, aggregate operations),
followed by data wrangling and exploratory data analysis.

(5) In the ML and NN module, a greater priority was devoted
to the key steps in a standard machine learning workflow,
neural-network model construction, as well as basic model
hyperparameter tuning. Full implementation of ML and NN
on HPC became optional activities for learners that are
keenly interested in the method.

All of these are the indispensable, rudimentary principles of the CI
methods, which are the key opener for learning and utilizing these
techniques.

3.2 Online Workshop Delivery
In the third year (Y3, 2020–2021), three workshops (HPC, CRYPT,
PAR) were conducted throughout the academic year, whereas the
three data-intensiveworkshops (BD,ML, NN) in the summer of 2021.
The extensive work of conversion to the online format caused delay
in the scheduling of the workshops. We did not offer hackshops
in the third year due to limitations in time and resources. Since
learners have their own copies of notebooks, we expect that they
should be able to continue learning after leaving the workshops.

The online workshops were carefully planned out, including the
strict time allocation for every part therein. We still used a three-
hour format (not including breaks) per workshop. The three-hour
instruction was broken up to three one-hour sessions with short
breaks in-between, each of which was a mix of a lecture and a
hands-on work on Jupyter (or UNIX shell). The 30-minute cyberse-
curity research guest lectures were omitted in the online workshops
conducted in the third year. Instead, faculty and advanced-stage

Ph.D. students gave somewhat longer lectures with an overview
of the CI methods, which included a brief overview of their own
state-of-the-art cybersecurity research applications.

The Zoom breakout room feature was used to conduct the hands-
on sessions in smaller groups (around 4-6 learners each). Each
breakout room had a WTA that guided the learners through the
notebooks. The original intent of using breakout rooms for hands-
on learning was to encourage learners to open up and discuss the
hands-on materials; but this generally did not occur. Initially, the
learners went through the notebook on their own, which resulted in
very slow pace and nearly. In latter workshops, based on a learner’s
input, the WTAs would actually share their Jupyter screens, talking
over the materials while actively working through the code cells
in their own notebooks (somewhat similar, but not identical to
the Carpentries, because our Jupyter notebooks contain partially
completed codes). Three breakout rooms were initially defined,
designated “beginner/novice”, “intermediate”, and “advanced”. Par-
ticipants were assigned to each room based on their self-assessed
computing skill levels that was self-assessed by the learners when
signing up for the training. Later on, this procedure was changed
to allow learners to choose any breakout room that they thought
was appropriate for their skill levels. This freedom turned out to
be boone for some participants: they felt they were able more com-
fortable at learning by choosing the appropriate level.

During Y3 workshops, we employed Kahoot online quiz plat-
form [1] to provide additional opportunities for learners to be so-
cially involved. With Kahoot, we did ask questions that were more
specific, such as specific function names or call syntax, how a cer-
tain computation or action was programmed in Python, in addition
to general questions.

3.3 Training Workshop Teaching Assistants
DeapSECURE was developed and piloted at ODU with the aim of
eventually serving the community of cybersecurity research every-
where in the U.S. and beyond. There needs to be an effort to produce
trainers and lesson developers to pave the way for continual de-
velopment of DeapSECURE lessons and for scaling the training
beyond ODU. We laid the groundwork toward this by establish-
ing a framework to onboard and train WTAs in an ongoing basis.
During the project duration, we have witnessed high turnover of
the WTAs, although the 1–2 core WTAs remained with the project
for at least two years. To ensure continuity and fast onboarding of
new WTAs, we not only utilized collaborative lesson development
practices and tools but also developed initial phases of the so-called
“train-the-trainer” program, in which WTAs themselves acted as
trainees first, by working through the lesson modules already exist-
ing (e.g. through the same Jupyter notebooks given to the workshop
learners). They are then onboarded to the collaborative develop-
ment methodology (Git/Gitlab, Jupyter, Jekyll). Afterwards, they
can be brought into the ongoing collaborative work of develop-
ing, improving, and/or polishing the lesson structure and contents.
We have also developed project wiki to document as much team
knowledge in a single place, allowing latter WTAs to pick up the
existing knowledge independently. We started this WTA training
in Y2, where we trained and onboarded four Ph.D. students into
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the role of lesson developers [17]. In Y3, many of these Ph.D. stu-
dents had taken other interests or responsibilities, and we had two
existing Ph.D. students along with two undergraduate students. We
worked closely with these students to perform the conversion to
online workshops by producing the Jupyter notebooks for learners.
This process has allowed us to successfully work with short-term
WTAs, who were able contribute remotely, even if they are from a
different university. At the end of the fourth year, we have trained
a WTA from the University of Virginia to help us complete the
web-based lessons for final release. Within a couple of weeks, the
student was able to meaningfully contribute to the lesson modules
and be well versed in the lesson materials using Jupyter notebooks.
To have student-contributors from other Virginia institutions was
a forward-looking decision toward the expansion of the project
activities, as described in Section 6.

4 ASSESSMENTS AND LESSONS LEARNED
Training assessments were conducted in all the training workshops
conducted by the program, whether in-person (Y1 and Y2) or on-
line (Y3) as well as in mixed mode during the Summer of 2022 (Y4,
elaborated later). Collected assessment information includes demo-
graphic data, opinion questions (perception) about the workshops,
and pre- (PRE) and post-workshop (POST) knowledge questions.
The knowledge questions measured general, high-level knowledge
on the CI topics, instead of focusing on toolkit-specific or program-
ming issues. The questionnaires in both years were largely the same
(some minor changes were implemented along the way to improve
knowledge testing), which enabled us to compare the effectiveness
of our mid-project changes. In this paper we will focus only on
certain demographic data and learners’ perception about the work-
shops. (Analysis and study on the knowledge questions will be a
topic of an upcoming publication.) In particular, we examine two
opinion questions asked of the learners in both the second and third
years. This may give us an insight into the contrast between the
in-person and virtual formats.
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13% 12%
6%

6%
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ECE
OTHER
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MSIM
DATA

Figure 1: Distribution of Y3 workshop participants accord-
ing to their academic majors. (Source: [7])

4.1 Learners’ Profile
Figure 1 shows the distribution of the learners based on their aca-
demic majors in Y3. Not surprisingly, computer science (CS), elec-
trical and computer engineering (ECE), and cybersecurity (CYSE)
were the top three majors, collectively accounting for more than
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Figure 2: Distribution of programming skill levels in key
programming languages (Unix shell, Python, and C/C++),
self-assessed by the learners in Y3. (Source: [7])

75% of the learners. Other majors that are less prevalent include
computational modeling and simulation engineering (MSIM) and
data science (DATA). The OTHER category contains non-STEM
majors and STEM majors representing less than 2% of participants
per major, such as math and physics.

During the registration process, learners were asked to self-
identify their skill levels (none, novice, intermediate, or expert) on
Unix, Python, and C/C++. (This question was asked because we
were interested to see if this factor would have any bearings in
their perception of the workshops and their learning effectiveness.)
Figure 2 shows the results of this questionnaire in Y3. Many partic-
ipants were novice or intermediate in each programming tool, but
a considerable number of them self-identify as intermediates for
C/C++; this is likely due to C++ being taught as a required course
for Engineering and computer-related majors at ODU.

HPC CRYPT PAR BD ML NN
Workshop Module

0

5

10

15

20

25

30

35

40

Nu
m

be
r o

f A
tte

nd
ee

s

32

15
13

28
24

11

18
21

17
19

21
18

13 12
8

30

19

13

23

7

16

25

17 17

Y1
SI1
Y2
Y3

Figure 3: Number of learners attending individual work-
shops, reported for all the four complete rounds of DeapSE-
CURE workshops (workshop series in Y1, Y2, Y3, as well as
a summer institute [SI] at the end of Y1). (Source: [7])

4.2 Comparison of Workshops with In-person
and Online Delivery

The attendance statistics of the DeapSECUREworkshops is reported
Fig. 3. We compare the attendance of the all-virtual workshops (Y3)
with the other in-person training events (workshop series in Y1
and Y2, as well as a summer institute at the end of Y1). During Y3,
where all workshops were delivered virtually, between 7 to 30 par-
ticipants attended each workshop. Again, the workshop attendance
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Figure 4: Percentage ratings of the six workshops given in Year 2 (left) and Year 3 (right) in response to the survey question
“Overall, how will you rate the workshop?”. The y-axis provides the workshop abbreviations (see Table 1, column 1) followed
by the number n of opinions in parentheses.

was notably better and more consistent in the summer (the last
three workshops in Y3) than during the academic year. The same
attendance tendency was observed during the years of in-person
delivery.

To get a comparative insight about the two delivery modes, on-
line and in-person, we examine here an opinion question asked of
the learners in both the second (Fig. 4, left) and third (Fig. 4, right)
years. There were no radical differences in answers to the opin-
ion and open-ended questions among the different years, where
delivery changed from in-person to virtual (online). Note that, de-
spite the low numbers of respondents, the comparisons in Fig. 4
are still fair since the low numbers are consistent across all the
workshops (see the n-values) with slightly more responses received
in Y3, which also corresponds to Y3 workshops having somewhat
more attendees on average than those of Y2. From Fig. 4, note that,
some workshops were consistently rated higher than others across
the two years. For example, the ML rating was higher than that of
BD in both years and PAR was higher than CRYPT. These relative
ratings might correlate with (1) the perceived final applicability of
the lessons to the cybersecurity task at hand, and (2) the continuity
of the module materials. For example, the hands-on activities in
the ML module led to the inferences for smartphone apps, whereas
in the BD module, the activities mainly involved data handling
and exploratory analysis. For the PAR module, the use of Python-
paillier, the same tool to which the learners were introduced in
CRYPT, might have contributed to the former’s higher rating. The
HPC module was rated lower in Y3; learners were split whether the
lesson was too easy or too hard. The HPC module included a quick
overview of UNIX shell commands, which topic is very hands-on
in nature and require much practice to master. From the survey, we
discovered the following: Because this module was taught using
command-line interface, it might have been very challenging to
learners who never used such a interface before, yet for others who
had used shell for a period of time, this overview might have been
considered a waste of time. This observation seems to support the
notion that a command-line-based workshop is significantly harder
to do virtually than in-person. The ML and NN modules received
slightly higher ratings in Y3, which might have been due to the
improved lessons in Y3.
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Figure 5: Percentage ratings of the sixworkshops given in Y3
in response to the survey question “How much do you think
you learned in thisworkshop?”. They-axis provides thework-
shop abbreviations (see Table 1, column 1) followed by the
number n of opinions in parentheses.

Learners’ preferences are also reflected in Fig. 5, which shows
Y3 outcomes to the opinion question: “How much do you think
you learned in this workshop?” It is interesting to note that the BD
module, which spent much time on the tedious handling of data in
pandas, received a larger percentage of the highest ratings (com-
pared with its overall rating in Fig. 4, right panel). In particular the
highest ratings were 60% vs 33%, respectively. Of all the modules,
the lowest rating was given for the PAR module by 20% of learners.
We reckon that, in general, there may be two possible reasons for
the perception of learning only little or moderately: (1) The con-
cepts and hands-on material are very new, so that learners cannot
keep up in absorbing exercises with respect to their applicability;
(2) Conversely, the topics taught might have been quite familiar to
learners, so that the concepts taught and exercises fill only small
gaps in learner’s knowledge and skill. In the case of the PAR mod-
ule, the first reason is much more plausible because this module
considers parallel programming with Message Passing Interface
(MPI) (see Table 1), which is a very advanced topic typically taught
only to upperclassmen and graduate students.
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The responses from surveys and knowledge questions were in-
strumental in driving the iterative improvements of the training
through its four years of development. We are aware that the re-
sponses to the opinion questions such as those reported in Figs. 4
and 5 do have their limitations; in particular, they are subject to
respondents’ biases, including their educational backgrounds, com-
puting skills, etc. Nevertheless, they may give useful indicators on
the areas needing improvement. In cases where improvements are
needed, a focus group interview with the survey respondents might
be valuable.

We found additional insights by analyzing responses to two open-
ended questions: “What is most valuable about this training?” and
“What is least valuable about this training?” (which will thereafter
be abbreviated as “most valuable” and “least vaulable”). Responses
from the open-ended questions in the post-workshop survey were
analyzed by scanning for keywords (i.e. “hands-on”) or themes (i.e.
topic-related keywords like “encryption”) and quantified. On Y2,
there were 40 and 38 responses to the “most valuable” and “least
valuable” open-ended questions, respectively. For Y3, the number
of responses were 30 and 29. In general, learner’s feedback consis-
tently showed that participants enjoyed the hands-on component
of the training, which evolved and was augmented over the project
years. For both Y2 and Y3, 58% and 27% of respondents mentioned
the hands-on training as the most valuable aspect of the training
(with “Jupyter notebooks” repeatedly mentioned in Y3). On Y2,
38% of responses cited programming- or coding-related aspects (i.e.
learning about different Python operations) as the most valuable.
On Y3, most of the responses (40%) point to the topic or exposure
to the training as the most valuable aspect. It should be mentioned
that on Y3, 13% of responses indicated that the teaching assistants
were the most valuable part of the training. Learners were generally
happy with the training, as majority of respondents indicated that
nothing was the “least valuable” part of the training in (73% in Y2,
68% in Y3). Upon further analysis on the “least valuable” responses,
we found the following: Challenges with pace or insufficient time
(14% in Y2, 7% in Y3); The material was difficult (10% in Y2, 3% in
Y3). It is encouraging that the pace and level of materials seemed
to have improved in Y3, based on learners’ perception.

4.3 Lessons Learned
Through the four years of improving the training and conducting
workshops, we have gained a number of important lessons. In terms
of participation and attendance, there is no doubt that offering this
training as a summer institute leads to the best level of engagement
and learning, as students are completely focused on the training for
a concentrated period of time. In the future, however, it might help
to provide additional engagement opportunities in the year that
follows the summer institute by offering seminars on cybersecurity
research topics that leverage CI techniques, or small group meetups
to work on specific challenges utilizing CI techniques. In general,
unless there is a research driving needs, the students’ participation
and engagement will be somewhat limited to general literacy on
CI.

Another important lesson learned is related to the timing of the
workshop. It seems that devoting a whole-day workshop might be
more appropriate for each DeapSECURE lesson module, to allow

sufficient time to work through the notebooks. It is very important,
however, to provide a way for learners to check-in at various stages,
in order to keep up with their progress. This could be an important
change that we will implement in the coming year.

Based on the level ofmaterials presented inDeapSECURE lessons,
the prerequisite for participation may need to be raised up so that
learners will be able to engage with the presented CI techniques
much more effectively. While currently we simply required partic-
ipants to self-evaluate if they were able to write a 100-line code
(or less), it may be better to require them to have command-line
experience and Python programming experience. This can be sat-
isfied, for example, by completing both the Software Carpentry’s
“Unix Shell” [8] and “Plotting and Programming with Python” [10]
lessons prior to enrolling to the DeapSECURE training.

5 OPEN-SOURCE RELEASE AND
COMMUNITY ADOPTION

The fourth and last year of DeapSECURE under the funding from
NSF (Y4, 2021–2022) was spent completing all the lesson modules
and hands-on materials, and releasing them open-source. The Big
Data module has been completely released [15]; other modules are
under review and refinement to become open-source. We expect to
release all the data-intensive modules by the end of 2022. All the
lessons will be released using CC-BY-4.0 license and all the codes
with MIT license, compatible with lessons from the Carpentries.

We had two outreach activities to gauge the community interest
in a training in the cross-cutting areas of cybersecurity and HPC.
Firstly, a pilot workshop was conducted in the Fall of 2021, targeting
students across Virginia, leveraging a blend of BD and ML lessons
to teach students the basics of data analytics and machine learning.
Secondly, we also conducted a small “community interest survey”
gathering input and interest by faculty and researchers across Vir-
ginia on DeapSECURE training. From both the survey and the pilot
workshop, we discovered great interest in adopting and leveraging
DeapSECURE beyond ODU. We gathered nine responses from the
community interest survey, with many indicating an interest in
adopting DeapSECURE lessons for their own instruction. Some of
the respondents would like to have hands-on workshops offered
at their institutions, and/or customize DeapSECURE lessons for
teaching.

In the Summer of 2022, a three-day summer institute was held to
teach the DeapSECURE data-intensive modules to students in the
Cybersecurity Research Experience for Undergraduate Students
(REU) program at ODU. This institute was well received, and the
lessons taught were instrumental in bringing the REU students up-
to-speed with their summer research activities involving artificial
intelligence and machine learning. During this institute, several
Ph.D. students who were not part of the DeapSECURE team were
quickly onboarded to teach the materials to the REU students. We
were encouraged with how quickly the Ph.D. students were able
to assimilate the lesson materials and step up to teach them. The
success of this institute is an indicator that (1) the DeapSECURE
lessons and teaching methodology have matured to the point that
they are ready for a wide-range of instructors to take up and teach
to others, and (2) graduate students may become quickly proficient
in teaching the lessons.
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6 SUMMARY AND FUTURE DIRECTION
Here we summarize major impacts of the DeapSECURE training
on student future and carriers:
◦ Over the years DeapSECURE workshops had been offered, a
number of students became interested in learning CI techniques
in-depth and followed this up by taking formal HPC- and BD-
related courses at ODU.

◦ At least one undergraduate student decided to pursue a M.S. de-
gree in cybersecurity after attending the DeapSECURE workshop
series (summer institute).

◦ DeapSECURE has been instrumental in augmenting REU stu-
dents’ interest in cybersecurity with HPC skills (Summer of 2019,
2021, 2022). This impact was evidenced by their final project
posters, some of which embodied AI/ML work carried out on
ODU’s HPC cluster.

◦ A number of DeapSECURE learners (both undergraduate and
graduate students) had continued their interest in CI/cybersecurity
intersection by becoming WTAs in subsequent years. Their par-
ticipation as WTAs afforded them intensive training in program-
ming, in using state-of-the-art software development tools and
methodologies, in team work, and in pedagogy (teaching) [7].

We plan to expand the current project both in-depth and in-breadth
manners with the overarching goal to produce a community of
practice (CoP) of next-generation cybersecurity researchers and
scholars who are well-versed in leveraging CI technologies and
methods—such as HPC, big data, AI, advanced cryptography and
privacy protection, parallel computing. In particular, we plan to
provide training for learners of different levels (depth) such as fac-
ulty, researchers, and graduate students by leveraging our initial
experiences in training WTAs and expanding this to a full-fledged
“train-the-trainer” program that is designed to be synergistic with
research, teaching, and learning activities carried out by faculty,
postdocs, and graduate students. We also plan to incorporate the the
training modules into curriculum/instructional material fabric in
various institutions in Virginia and beyond (thereby increasing the
breadth of training application). In addition, we will closely engage
and collaborate with Virginia Commonwealth Cyber Initiative (CCI)
to strengthen, expand, and enrich the CI training program and scale
up the effort and impact to state-wide and beyond. The project team
will collaborate closely with CCI and its members from higher edu-
cation institutions, industry, government, and non-governmental
and economic development organizations.
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ABSTRACT
In this study, we investigate the performance of several regression 
models by utilizing a database of dielectric constants. First, the 
database is processed using the Matminer Python library to create 
features, and then divided into training, validation, and testing 
subsets. We evaluate several models: Linear Regression, Random 
Forest, Gradient Boosting, XGBoost, Support Vector Regression, 
and Feedforward Neural Network, with the objective of predicting 
the bandgap values. The results indicate superior performance of 
tree-based ensemble models over Linear Regression and Support 
Vector Regression. Additionally, a Feedforward Neural Network 
with two hidden layers demonstrates comparable proficiency in 
capturing the relationship between the features generated by 
Matminer and the bandgap target values. 

KEYWORDS
Supervised Learning, Linear Regression, Random Forest, Gradient 
Boosting, XGBoost, Support Vector Machine, Neural Network 

1 INTRODUCTION 
The field of Materials Informatics represent a data-centric 
methodology aimed at accelerating innovations in materials design 
and discovery [9]. Currently, an array of open-source software is 
available for materials scientists and engineers, facilitating the 
integration of informatics into their research. Notably, Matminer–
an open-source Python library designed for materials informatics–
has gained popularity due to its extensive suite of tools for data 
extraction and analysis, robust feature extraction capabilities, and 
open APIs that provide unrestricted access to online databases of 
materials data [10]. 
 The Matminer dielectric constant dataset [8] is a 
comprehensive repository of data encompassing the dielectric 
properties of over 1,000 inorganic compounds as well as 
additional attributes such as formation energy, band gap, and 
melting point. The dielectric constant, also known as the 
relative permittivity, quantifies the capacity of a material to store 
electrical energy when subjected to an electric field, making it a 
crucial parameter for materials in the realms of electronics and 
energy storage. This dataset is a valuable resource for materials 
science and engineering researchers focused on developing novel 
materials for applications such as capacitors, solar cells, and 
sensors. The dataset was generated using Density Functional 
Perturbation Theory utilizing the Perdew-Burke-Ernzerhof 
(PBE) functional. 

Density Functional Theory (DFT) is a powerful quantum 
mechanical theory that accurately describes many material 
properties at their ground state. Density Functional Perturbation 
Theory (DFPT) [1] builds upon DFT to incorporate the effects of 
an external perturbation, such as changes in the electronic structure 
induced by an external electric field. This extension enables the 
calculation of a wide range of material properties, such as dielectric 
constants, phonon frequencies, and piezoelectric coefficients. PBE 
functional developed by Perdew, Burke, and Ernzerhof, based on 
the generalized gradient approximation (GGA) [7] is widely used 
to create reliable materials datasets.  
 Band gap is a fundamental concept in materials science and 
solid-state physics that plays a crucial role in determining the 
electrical and optical properties of a material. It is defined as the 
energy gap between the top of the valence band and the bottom of 
the conduction band within a material. Materials with wider band 
gaps are typically insulators, whereas those with a narrow or 
nonexistent band gap act as semiconductors or conductors, 
respectively. Understanding the band gap of a material is essential 
for designing and optimizing a wide range of electronic and 
photonic devices, as it determines how the material responds to 
electrical and optical stimuli.  

2 METHODS 
Linear Regression (LR) is a widely used statistical method for 
modeling the relationship between a dependent variable and one or 
more independent variables, specifically capturing their linear 
correlation. Although LR exhibits a comparatively high model bias, 
it remains extensively utilized in practical applications ranging 
from stock price forecasts to the analysis of experimental data, 
largely due to its strong generalizability and interpretability. 
Furthermore, LR serves as the cornerstone for numerous 
sophisticated regression methods, rendering it an indispensable 
instrument for data analysts and researchers across diverse 
disciplines.  
 Random Forest (RF) [2] is a machine learning 
algorithm widely utilized for both regression and 
classification tasks. It operates by constructing a set of 
many decision trees, each generated from a subset of features, 
thereby ensuring a diverse population of models.  

Figure 1. Random Forest model 
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Figure 2. Gradient Boosting model 

An RF model aggregates the predictions made by each individual 
tree, using either the mean or mode as its final prediction. RF has 
been very popular due to its capability of handling high-
dimensional datasets with numerous and diverse features. Another 
significant advantage of RF is its robustness against overfitting, 
which is a common issue when a single decision tree is trained on 
a complex dataset.  
Gradient Boosting (GB) [5] is a machine learning technique 
employed for both regression and classification tasks. Similar to 
RF, the goal of GB is to generate numerous decision trees to cover 
a large model population. However, GB distinguishes itself by 
constructing trees sequentially: each new tree is built to correct the 
errors made by the previous ones. This is achieved by fitting the 
new tree to the negative gradient of the loss function, which 
represents the direction in which the model should be adjusted to 
improve accuracy. This iterative process continues until the model 
reaches a predefined level of precision. GB's capacity to manage 
complex datasets and yield highly precise predictions has made it a 
favored algorithm in diverse domains such as natural language 
processing, computer vision, and recommendation systems. 
XGBoost [3], short for eXtreme Gradieng Boosting, enhances 
traditional gradient boosting methods through a suite of algorithmic 
improvements. These enhancements accelerate model training and 
increase predictive accuracy. XGBoost incorporates several 
regularization algorithms, such as Shrinkage and Column 
Subsampling, which help prevent overfitting during tree generation 
and improve its overall generalization capabilities. Additionally, 
XGBoost is designed to exploit modern CPU and GPU 
architectures for computational efficiency. The combination of 
these enhancements makes XGBoost a highly desired tool for 
various applications, such as customer behavior prediction in 
marketing and medical data analysis in healthcare. 

Figure 3. XGBoost model 

Support Vector Machine (SVM) [4] is a machine learning algorithm 
designed to optimize the margin between the decision boundary and 
the nearest data points, known as support vectors, to improve its 
predictive generalizability on new data. Support Vector Regression 
(SVR) is a popular regression model based on SVM algorithm that 
has been implemented in numerous machine learning libraries. SVR 
utilizes kernel functions, such as the radial basis function (RBF) or 

a polynomial function, to model non-linear relationships between 
input features and target variables effectively. These kernel 
functions facilitate the mapping of input data to a higher-
dimensional space, where linear separation is possible. The 
robustness of SVR makes it suitable for diverse applications across 
fields such as finance, engineering, and biology. 

Figure 4. Support Vector Regression model 

Figure 5. Feedforward Neural Network model 

A Feedforward Neural Network (FFNN) [6] is a machine learning 
architecture that comprises multiple layers of nodes or neurons. 
These layers include an input layer that takes in data, followed by 
several hidden layers that process the data sequentially, and an 
output layer that delivers the final prediction. Each neuron in one 
layer is connected to neurons in the subsequent layer through 
weights. These weights are iteratively adjusted during the training 
phase to minimize the discrepancy between the prediction of the 
network and the actual data. FFNN are renowned their ability to 
learn complex patterns within datasets and make accurate 
predictions, making them a popular choice for many machine 
learning tasks such as image and speech recognition, natural 
language processing, and financial forecasting.  
 At first, the dielectric constant dataset from Matminer is used, 
and the bandgap feature is designated as the target variable. 
Supplementary input features comprise the chemical formula, the 
refractive index (denoted as n), the space group (an integer 
specifying the crystallographic structure of the material), the 
structure (presented as a pandas Series defining the structure of the 
material), the number of sites (nsites, representing the number of 
atoms in the unit cell of the calculation), the volume of the cell, 
among others.  
 To enrich the dataset with additional features, specific 
featurizers from the Matminer library are employed. These 
featurizers are algorithms designed to extract meaningful 
information from the raw data, transforming it into quantifiable 
attributes that can be utilized by machine learning models to 
improve their predictive performance. The following featurizers are 
used: 

1. matminer.featurizers.composition.ElementProperty: This
feature extractor calculates elemental properties such as
atomic number, atomic mass, atomic radius, 
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electronegativity, and so on, for a given chemical 
composition. 

2. matminer.featurizers.structure.DensityFeatures: This feature
extractor calculates various features related to the density of
a crystal structure, such as the total volume of the unit cell, 
the packing fraction, and the Voronoi volume of each atom. 

3. matminer.featurizers.structure.CoulombMatrix: This feature
extractor calculates a matrix of pairwise interactions
between atoms in a crystal structure, based on their charges 
and distances from each other. 

4. matminer.featurizers.composition.OxidationStates: This
feature extractor calculates the most likely oxidation states
of each element in a given chemical composition, based on 
the electronegativity and coordination number of each 
element. 

5. matminer.featurizers.structure.ElectronicRadialDistribution:
Function: This feature extractor calculates the distribution of
electron density around each atom in a crystal structure, as a 
function of radial distance from the atom. 

The dataset comprises 166 potential features and is partitioned into 
training, validation, and testing sets with proportions of 70%, 15%, 
and 15%, respectively.  
 The Scikit-learn library is employed for the construction of the 
linear regression models. The R2 score and the Root Mean Square 
Error (RMSE) are utilized as metrics for model evaluation. For the 
RF model, the ensemble comprises 1,000 trees, as indicated by the 
number of estimators. The GB model incorporates 100 estimators, 
adopts a learning rate of 0.2, and a maximum depth of 5, with each 
new tree intended to enhance the performance of the model 
incrementally. The XGBoost model is set with 50 estimators. For 
the SVR model, the RBF kernel is chosen with a gamma of 8´10-7 
and a margin of error or epsilon of 0.1. The RBF kernel is favored 
for its efficiency in mapping input features into a higher-
dimensional space. The FFNN is designed with two hidden layers, 
containing 128 and 64 units, respectively, a dropout rate of 0.1, and 
a mini-batch size of 16. The FFNN is trained using the Adam 
optimizer over 200 epochs. 

3 RESULTS AND DISCUSSION 
The outcomes of the six models are delineated in Table 1. 

Table 1. Comparative performance of six regression models. 

Model Training Validation Test 

R2 RMSE R2 RMSE R2 RMSE 
LR 0.732 0.831 0.582 1.081 N/A N/A 
RF 0.975 0.239 0.752 0.833 0.780 0.708 
GB 0.999 0.045 0.804 0.740 0.818 0.644 

XGBoost 0.999 0.029 0.783 0.778 0.818 0.643 
SVR 0.943 0.384 0.535 1.140 0.405 1.164 

FFNN 0.978 0.091 0.819 0.504 0.820 0.395 

From the results shown in Table 1 one can note that the LR model 
is inadequate for capturing the non-linearity inherent in the actual 
data, as evidenced by its inferior results on the validation set. 
While the SVR yielded satisfactory outcomes during the training 
phase, its performance on the validation and testing sets is 
suboptimal. In contrast, the tree-based ensemble models, i.e., 
RF, GB, and XGBoost, exhibited superior performance, 
underlying their capability and efficiency. The FFNN 
shows demonstrate a comparable performance to the ensemble 
models displaying robust results on the testing subset. 

4 CONCLUSIONS 
This investigation assessed six regression models applied to a 
dielectric constant materials dataset, with an emphasis on 
predicting bandgaps. The results indicate that LR and SVR models 
yield the least satisfactory results for this application. In contrast, 
the GB and XGBoost methods as well as the FFNN architecture 
delivered the most accurate predictions. This demonstrates their 
superior capacity to learn complex input-output relationships, 
making them well-suited for tasks requiring high accuracy and the 
analysis of extensive datasets.  
 All ML models were implemented on Jupyter Notebook, 
which substantially increased the student’s engagement and 
comprehension of the algorithms in this project. With the 
interactive platform and GUI interface, the student could easily 
evaluate the significance of input parameters in the machine 
learning algorithm. This project also honed students’ analytical 
skills and hands-on experiences, providing a profound awareness 
of their potential for materials informatics and real-world 
engineering applications. 
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ABSTRACT
The convergence of quantum technologies and high-performance 
computing offers unique opportunities for research and algorithm 
development, demanding a skilled workforce to harness the quan-
tum systems’ potential. In this lightning talk, we address the grow-
ing need to train experts in quantum computing and explore the 
challenges in training these individuals in quantum computing, 
including the abstract nature of quantum theory, or the focus on 
specific frameworks. To overcome these obstacles, we propose self-
guided learning resources that offer interactive learning experiences 
and practical framework-independent experimentation for different 
target audiences.

KEYWORDS
quantum computing, interactive learning environments, education

1 INTRODUCTION
As quantum technologies inch closer to practical applications, there 
is a pressing need to train a new generation of experts capable of 
harnessing the power of quantum computing systems effectively 
and advancing the research around quantum computing. As an-
ticipated use-cases of quantum computing overlap strongly with 
existing applications of high-performance computing (HPC) [3], 
there is increased demand in the HPC world in providing training 
and learning opportunities to support a workforce equipped with 
the knowledge and skills to exploit quantum systems’ potential [6].

In this paper, we delve into the challenges faced in training peo-
ple in quantum computing such as the abstract nature of quantum 
theory, including superposition and entanglement, which pose a 
steep learning curve for individuals transitioning from classical 
computing paradigms. To address these challenges, we introduce 
the concepts that guided the development of a comprehensive learn-
ing platform aimed at facilitating the training of individuals in 
quantum computing. The proposed self-guided learning resources 
provide interactive and immersive learning experiences, encom-
passing theoretical foundations and practical implementations.

We believe that the self-guided learning resources can help bridge 
the gap in quantum computing education, enabling individuals to
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acquire the necessary skills to contribute to the emerging quantum
landscape. Through a combination of accessible learning resources,
practical experimentation, and a collaborative ecosystem, this plat-
form can empower learners to harness the full potential of quantum
computing and accelerate the advancement of quantum technolo-
gies in the HPC domain.

2 CHALLENGES IN PROVIDING QUANTUM
COMPUTING EDUCATION

Educating a wide range of high-performance computing (HPC)
users in the field of quantum computing poses several challenges.
Quantum computing is a rapidly evolving field that combines ele-
ments of physics, computer science, and mathematics and is con-
sidered to be counterintuitive, making it difficult for individuals to
grasp its fundamental concepts.

2.1 Diverse Backgrounds
HPC users come from various backgrounds, including computer
science, physics, mathematics, engineering, chemistry, meteorology
and material science with initiatives to expand to the vast array of
social, behavioral, or economics disciplines [8]. Educating such a
diverse audience requires finding common ground and conveying
quantum concepts in amanner that is accessible and understandable
to individuals with different backgrounds. This is especially true
in view of the frequent use of physics vocabulary in the field of
quantum computing.

2.2 Abstract Nature of Concepts
Quantum computing operates on principles that deviate signifi-
cantly from classical computing. Concepts like superposition, en-
tanglement, and quantum algorithms can be abstract and counter-
intuitive [11], making them challenging to grasp for newcomers.
Translating these abstract concepts into tangible and relatable ex-
amples is crucial to facilitating understanding among a wide range
of users.

2.3 Rapid Technological Advancement
Quantum computing is a fast-paced field with frequent break-
throughs and advancements. This challenge is compounded when
educative initiatives focus on learning a specific quantum comput-
ing framework or application programming interface (API) that is
subject to change. Quantum computing frameworks such as Qiskit,
Cirq, or Forest, are essential tools for developing and running quan-
tum algorithms. However, these frameworks often undergo up-
dates, improvements, and even major revisions to accommodate
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advancements in hardware, algorithmic breakthroughs, or commu-
nity feedback. As learners show difficulties in semantic transfer on
constructs with different syntax but same semantics [9], relying
solely on a specific framework or API can limit adaptability and
hinder the ability to keep up with the rapid evolution of the field.

3 EDUCATING AWIDE RANGE OF USERS IN
QUANTUM COMPUTING USING
SELF-GUIDED LEARNING RESOURCES

Different self-guided learning resources (e.g. [4, 10]) have been pro-
posed to address the challenge of providing quantum computing
education to a wider audience either by offering direct learning op-
portunities or by being used as an additional resource in in-person
training. However, many of these options tend to presuppose prior
knowledge, resemble technical documentation for specific frame-
works, or delve excessively into advanced physics concepts. These
characteristics can impede the accessibility and comprehension
for beginners and non-experts. To this end, we have developed
self-guided learning resources available through IQM Academy1
addressing the aforementioned challenges as outline below.

3.1 Focusing the Underlying Principles and
Concepts of Quantum Computing

It is crucial for learners to develop a solid foundation in the underly-
ing principles and concepts of quantum computing, allowing them
to understand the fundamental building blocks that drive various
frameworks and APIs and that stay relevant in the long term. By
focusing on core concepts and gaining a broader understanding of
quantum computing principles, users can adapt to changes in frame-
works and APIs more effectively, enabling them to navigate the
evolving landscape of quantum computing with greater flexibility
and agility.

3.2 Low Floors and High-ceilings
In order to cater to diverse backgrounds of learners, the resources
should cater different levels and be easy to pick-up for beginners,
but also provide challenging content for advanced learners – this is
often referred to as having low floor and high-ceilings [5] and can
be facilitated through fine-grained modularization. Following the
style of exploratory learning [7], IQMAcademy provides interactive
applets that invite learners to first experience the concepts hands-
on, which also helps to overcome the abstract nature of concepts.

3.3 Using Different Frameworks to Highlight
Concepts

In learning, code serves particularly as a tool for thought during the
learning process, allowing individuals to mold and articulate ideas.
However, fixating too much on particular aspects of a program-
ming framework can obstruct the understanding of the fundamental
concept. Therefore, for any curriculum striving for profound learn-
ing and transfer, it is crucial to deliberately integrate strategies
that promote transfer [1]. By avoiding excessive focus on a spe-
cific framework and instead utilizing implementations in different
frameworks presented next to each other to illustrate the concept
1IQM Academy is available via https://www.iqmacademy.com.

(see fig. 1), we enable a comparison of various ways to express the
same idea. This approach facilitates a deeper understanding and
appreciation of the underlying principles in the context of rapid
technological advancements [2].

Figure 1: Parallel support for Qiskit, cirq and QASM (not dis-
played) fosters deeper understanding of underlying ideas.

4 CONCLUSION
While educating a wide range of HPC users in quantum computing
may be challenging, it is an essential endeavor to unlock the full
potential of this technology. With concerted efforts and effective ed-
ucational strategies, we can bridge the gap and empower a broader
community to explore, understand, and contribute to the exciting
world of quantum computing. IQM Academy is addressing this
educational need by following above concepts and is available for
free.
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ABSTRACT
High-performance computing (HPC) is an important tool for re-
search, development, and the industry. Moreover, with the recent
expansion of machine learning applications, the need for HPC is
increasing even further. However, in developing countries with
limited access to the HPC ecosystem, the lack of infrastructure,
expertise, and access to knowledge represents a major obstacle to
the expansion of HPC. Under these constraints, the adoption of
HPC by communities presents several challenges. The HPC Sum-
mer Schools are an initiative of CyberColombia that has taken place
over the past 5 years. It aims to develop the critical skills, strategic
planning, and networking required to make available, disseminate,
and maintain the knowledge of high-performance computing and
its applications in Colombia. Here we report the results of this
series of Summer Schools. The events have proven to be successful,
with over 200 participants from more than 20 institutions. Partici-
pants span different levels of expertise, including undergraduate
and graduate students as well as professionals. We also describe
successful use cases for HPC cloud solutions, namely Chameleon
Cloud.

1 INTRODUCTION
Supercomputers are of paramount importance in solving critical
challenges inmany fields. Some of these are atmospheric simulation,
genome sequencing, and cybersecurity, to name a few [15]. In
Colombia, this area is developing at a slower pace in comparison to
leading countries such as the USA, Japan, and European countries.
Colombia only spent 0.29% of its Gross domestic product (GDP)
on Research and Development according to the UNESCO statistics
[23]. This level of investment is 0.92% behind South American
countries such as Brazil, which is one of the leading Latin American
countries in supercomputing technology. Differences in investment
levels on the development of supercomputers [10] and adoption
of HPC are some of the factors that heavily influence this gap. On
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the other hand, Colombia is facing technological, economic, and
educational challenges despite the efforts made by universities, and
public and private institutions to promote the development of this
area. However, initiatives that provide access to HPC resources such
as SCALAC [12], RedCLARA [12], and HPCAmericas Collaboration
[9] still thrive.

Education in HPC is not only a critical concern in Colombia, but
also in supercomputing leading countries [10, 19]. There is a gap
between the speed at which new technologies are developed com-
pared to the speed at which they are adopted. The HPC Summer
Schools presented in this paper are an initiative of CyberColombia1
[16], that aims to develop critical skills in HPC, strategic planning
for HPC centers, and provide networking opportunities for the
national community. We focus on these objectives as we consider
them to increase the availability of knowledge of high-performance
computing and its applications in Colombia. We also make a great
effort in the establishment of collaborations and virtual organiza-
tions around common practices, tools, and data usage. Learning
from the experience of already developed HPC communities world-
wide, we emphasize multi-institutional collaborations, considering
actors from industry, academia, and the international community.

The upcoming sections are organized as follows: Section 2 presents
the main Colombian High-Performance Computing education and
training event, the High-Performance Computing Summer School
(HPCSS). Here we briefly describe (i) the main goals of this ini-
tiative, (ii) how the initiative has managed to persist during the
pre-pandemic, pandemic, and post-pandemic periods, and (iii) what
makes our initiative different to already existing ones. Section 3
describes (i) the timeline of events and decisions consolidating the
HPCSS and statistics depicting the progression of the initiative. The
latest version of the initiative, HPCSS 2023, which we consider the
most successful, is detailed in Section 4. This work concludes in
Section 5, where learned lessons and future directions are discussed.

2 SUMMER SCHOOLS
The High-Performance Computing Summer School (HPCSS) initia-
tive was primarily motivated by already established non-local HPC
education and training programs such as the Supercomputing Camp
(SC-Camp) [22] and the Argonne Training Program on Extreme-
scale Computing (ATPESC) [7]. Nevertheless, we have created a

1https://cybercolombia.org
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program that closely matches the country’s current ecosystem and 
difficulties and it is tailored to resolve them. Over time, we have 
adopted methodologies, such as the multi-site and virtual delivered 
training, established on scientific environments like XSEDE [24]
(nowadays ACCESS [6]) to enhance the effectiveness and reach of 
the Summer Schools program.

2.1 Objectives and Differences
Our summer schools have mainly two objectives: (i) bring aware-
ness in Colombia of the broad array of research and career oppor-
tunities in areas supported by HPC, and (ii) promote cooperation 
between academia, industry, and international entities. In a 
nutshell, our program seeks to generate HPC expertise needed in 
Colombia [14] while broadening the community.

There are currently several HPC initiatives worldwide that tar-
get HPC education. The National Science Foundation in the United 
States of America created the Engineer Discovery Environment 
(XSEDE) [24]. This program ran from 2011 to 2022, and its focus 
was on sharing education and infrastructure for advanced services 
such as supercomputers. XSEDE offered a variety of online lectures 
and other training distributed across XSEDE sites. This program 
was then replaced in 2022 by the Advanced Cyberinfrastructure Co-
ordination Ecosystem: Services and Support (ACCESS) [6], which 
currently has a similar idea, but it has been focused on increasing 
HPC resources and community development. Despite the success 
of these programs, they have been created mostly to tackle the 
needs of the community in the United States. Likewise, the US De-
partment of Energy’s leadership computing facilities (e.g., NERSC 
[4], ALCF [1], OLCF [18], etc.) run a series of training programs 
that include long training sessions (e.g., ATPESC). However, these 
programs are made to increase the knowledge of already existing 
users of their facilities, as well as encourage users with applications 
that are ready to be ported to these machines to apply for alloca-
tions. Unfortunately, these criteria create a really high bar for many 
researchers in Colombia who are just learning to use these systems.

Worldwide, there are also other supercomputing training pro-
grams. The International SuperComputing Camp [22], a non-profit 
event for training HPC, is held annually in different parts of the 
world. The International HPC Summer School [3], sponsored by 
different organizations around the world, has been an excellent 
option since 2010. More recently, the Latin American Introductory 
School on Parallel Programming and Parallel Architecture for High-
Performance Computing organized by the International Center 
for Theoretical Physics (ICTP), focuses on parallel and distributed 
computing for scientists. Additionally, a large number of initiatives 
across multiple other countries and institutions [2, 5].

Despite the large number of options currently in the market, our 
program has a fundamental difference that makes it valuable. First, 
most of the already existing programs are created for those scien-
tists who already have a need for HPC. Many of these participants 
have already been exposed to the idea of High-Performance Com-
puting and are looking to expand their knowledge. As previously 
mentioned, the low investment in HPC in Colombia has resulted 
in limited exposure to the area of HPC to the large majority of 
scientists, students, and professionals. Furthermore, there is a lack 
of a strong HPC community in the country that does not have the

necessary grounds to grow. Our focus is to tackle these problems. 
Our low entry bar allows many to participate.

Furthermore, we strongly encourage the interaction of members 
from different institutions. Thus, helping to increase the visibility 
and sense of community for these individuals, providing an ex-
perience that they would not have in their own institutions. The 
emphasis on networking aims to increase connections across institu-
tions and individuals that could result in longer-term collaborations. 
In general, we see ourselves as facilitators of HPC in Colombia, and 
we expect that our participants can, in the future, take part in more 
advanced programs as those mentioned earlier.

2.2 Summer School Evolution
The annual HPCSS series program started in 2018. It represents 
the main high-performance computing informative and training 
event organized and delivered by CyberColombia. Our organization 
works in collaboration with local universities serving as hosts for 
the events and national (Colombian) and international institutions 
such as Universidad de los Andes (academia), Argonne National Lab-
oratory (research), and NVIDIA (industry) participating as speakers 
or mentors.

The lockdown generated as a response to the SARS-CoV-2 pan-
demic posed great challenges to the development of activities of 
many organizations, and CyberColombia was not an exception. 
However, it also opened the opportunity to test communication 
technologies that we had not considered up to that moment and 
expand our international collaborations. For this reason, we will 
divide the development of the HPCSS into 3 consecutive periods of 
time: From 2018-2019 (pre-pandemic), from 2020-2022 (pandemic), 
and from 2023 onward (post-pandemic).

During the pre-pandemic period, the summer schools consisted 
of two main parts: (i) informative talks given by international speak-
ers on various HPC-related topics, and (ii) practical workshops 
supervised by both professors from academic institutions and out-
reach staff from research institutions or industry. These first itera-
tions of the summer school were 5-day events. Each day, we started 
with a keynote speaker who would help to motivate the materials 
presented during the day. Following, a series of hands-on tutorials 
were conducted. The topics of the tutorials were mostly introduc-
tory rather than driven by particular use cases. Among some of 
the topics that were covered are: introduction to HPC infrastruc-
ture, introduction to C and C++, introduction to job scheduling 
technologies (e.g., Torque, Slurm, PBS, etc.), introduction to parallel 
programming (e.g., OpenMP, OpenACC, Pthreads, etc.), introduc-
tion to accelerators programming (e.g., CUDA, OpenACC), and 
introduction to distributed Programming (e.g., MPI).

In the pandemic period, the events were switched from an in-
person modality to a fully virtual experience. However, this transi-
tion did not come free of challenges when switching the talks and 
tutorials to a virtual environment. First, selecting a proper video 
conferencing software. Not only there were personal preferences 
in the attendees and speakers, but also different organizations and 
participating institutions had their own set of rules and preferences 
with respect to this matter. As a result, different sessions required 
us to switch from one videoconferencing software to another. Ad-
ditionally, we also noticed that it was more difficult to  keep the
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audience engaged in a virtual environment. Consequently, tuto-
rials had lower interaction and participation from the attendees,
diminishing the learning process. Another challenge brought by a
virtual event was a reduction of networking opportunities between
attendees. In-person sessions force participants to be face-to-face
during several parts of the event. In contrast, virtual attendees do
not require an active engagement, thus reducing the incentive to
discuss ideas in a casual way or to engage in random conversations.
Despite our efforts, most participants did not have the initiative to
participate. Finally, virtual sessions proved to be more exhausting
for participants and speakers. Maintaining the same position in
front of a device considerably increased fatigue.

However, the virtual settings opened certain opportunities that
were not possible before. The lack of a venue, catering, and travel ex-
penses for speakers makes virtual meetings less costly to organize.
For participants, it is also easier to attend, as the time and costs of
traveling and accommodation are no longer present. These factors
were reflected in lower registration fees, a factor that was particu-
larly important for attendees with low-income levels in the country.
As a result, the 2020, 2021, and 2022 versions of the HPCSS featured
an increased level of international participation from both atten-
dees and speakers/mentors. Furthermore, the scholarships, usually
offered to a few participants who could not afford the registration,
now were available for a larger number of people. Additionally,
under normal circumstances, high-impact researchers and profes-
sionals would have a harder time scheduling a multi-day trip to the
country. The lower time and personal commitment of speakers in-
creased the chance to secure more impactful content. Finally, prior
to the pandemic, we used different university venues that offered
their facilities for our event. However, this reduced the visibility
of CyberColombia as the main organizing partner. It also meant
that other institutions would be more cautious about advertisement
and participation. By removing dependencies on physical venues,
CyberColombia, and our initiatives, were decentralized, allowing
us to be a more neutral actor in the country and further increasing
our collaborations with a wider range of institutions.

During the pandemic, the 5-day format was maintained, but the
topics of the talks shifted from HPC core concepts to its applica-
tions. From this point on summer schools were more application ori-
ented. We maintained the HPC focus, but, by considering a primary
topic and a hot or emerging topic, we increased participation from
domain-specific sectors. For the 2020 version, the main topic was
HPC in Data Science and Artificial Intelligence, while the emerging
topic was HPC against COVID. In 2021, a substantial amount of
talks and tutorials were conducted in Convergence HPC, IA, and
Big Data; but some of them were treated as emerging topics such
as Quantum Computing. The 2022 version was concentrated on
Space exploration and High-performance computing. While most
of the tutorials during this period remained focused on the basics
of HPC, new topics like the use of Matlab for HPC and quantum
computing were also present.

Lastly, the post-pandemic era and the latest edition of the HPCSS
was held in 2023. It will be addressed in more detail in Section 4.

3 SUMMER SCHOOLS IN NUMBERS
The progression of CyberColombia events over time has shaped 
what nowadays is called the HPCSS. The commitment to introduce 
Colombians to the world of HPC started in 2016 with a workshop 
held at Universidad Distrital de Colombia. In 2017, Universidad 
Distrital de Colombia welcomed students from multiple universities, 
fostering a diverse, inclusive, and cooperative learning environment. 
In 2018, the initiative was formally constituted as the HPCSS series, 
with the first edition taking place at Universidad de los Andes.

Also in 2017 the Earlham Institute, Colciencias, BRIDGE Colom-
bia, and GROW Colombia launched the C3 Biodiversidad (C3) initia-
tive; “aiming to promote a research cyberinfrastructure in Colombia 
for the analysis of the natural and agricultural biodiversity” [13]. In 
2019, C3, Grow Colombia, and organizers of early versions of the 
Summer School series joined efforts to create CyberColombia. The 
result was a more formalized version of the HPCSS program that 
helped us tackle challenges in data-intensive science in Colombia 
from critical research areas including computational biology [16]
[14]. From 2020, the HPCSS turned into a virtual event as explained 
in section 2. The following sections present statistics characterizing 
the estimated impact of the above-mentioned events in the progres-
sion of the HPCSS over time. Metrics on participation in attendance 
and mentoring, as well as some demographic data through the 
years, are described.

3.1 Participation Over Time
Figure 1 illustrates attendance and participation of speakers/mentors 
over time, the number of participating organizations (affiliations) 
in every case is also depicted. Note that in 2019, the event took 
place in its traditional, in-person format, whereas in 2020-2021 
(pre-pandemic) and beyond (starting from 2022, post-pandemic), it 
transitioned to a virtual format.

As seen in Figure 1a, the beginning of virtual experiences in 
2020, encouraged attendance at a wide variety of events given the 
ease of access, savings in transportation times, and cost reductions. 
Nevertheless, the transition to the virtual experience had three 
associated drawbacks, impacting participation during periods 2021 
and 2022. First, we lost the student-university interaction. Second, 
the large exhaustion of virtual meetings among participants dis-
couraged people from taking part in these events. Third, our focus 
on specialized topics forced us to open new doors thus limiting our 
ability to reach out to a larger number of participants.

Despite receiving virtual support from the hosting university, 
challenges persisted due to students not being in an optimal learn-
ing environment and the inability to effectively gauge students’ 
emotions and progress during talks and tutorials.

More so, the full-day week-long program turned out to be dif-
ficult for participants. We noticed a high dropout rate in the last 
days of training, especially during the 2021 and 2022 versions. We 
attributed the high desertion rate to the considerable burden of 
commitments acquired by the participants given the virtual experi-
ence and the psychological effects generated by the confinement 
situation during the pandemic. The above-mentioned situation led 
us to reformulate our program from one week to a three days com-
prised format and maintain the virtual experience for the latest 
version of the event, HPCSS 2023.
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Figure 1: Participation over time

Figure 1b shows the number of speakers and speakers’ affiliations. 
The variation across versions can be attributed to different factors. 
The virtual experience also encouraged speakers’ and mentors’ 
participation and promoted a larger diversity of academia, industry, 
and public and private institutions. Moreover, the change in focus 
area across the different versions increased or reduced the need for 
different speakers as well as our ability to recruit impactful ones.

Virtual events also provided a better opportunity to include more 
speakers and institutions, as mentioned in section 2. However, this 
virtual-only mode also significantly reduced the speakers-attendees 
interaction, finally reducing the impact of their participation in the 
attendee’s professional development and networking opportunities.

We made significant progress on strengthening the speakers-
attendees relationship on the last version of the event, HPCSS 2023 
which is detailed in Section 4.

3.2 Participation Over Time per Sector
Tables 1 and 2 illustrate the number of HPCSS attendees and the 
number of institutions participating with speakers and/or mentors 
for tutorials. Note that both the total number of attendees and par-
ticipating institutions over time are disaggregated across sectors. 
Academia includes universities; research includes research laborato-
ries and institutions; industry includes national and multi-national 
companies; and other includes other public, private, and non-profit

organizations.

Year\Sector # academia # research # industry # other

2019 14 - - 7
2020 30 5 - 12
2021 21 - 1 13
2022 26 1 1 -
2023 75 - - -

Table 1: Attendance per Sector Overtime

Year\Sector # academia # research # industry # other
2019 6 - 1 -
2020 5 3 6 -
2021 5 4 7 1
2022 2 4 6
2023 5 - - -

When comparing Tables 1 and 2, it is worth noting the difference 
in participation across sectors in attendance against institutions 
giving talks or mentoring tutorials. While institutions across sectors 
are more diverse, i.e., the attendance force is highly concentrated 
in academia.

Although our future goal is to make a more diverse attendance 
across sectors, academia is where we have found potential for the 
HPCSS program to make a meaningful and far-reaching impact. 
This is because academia is where future research and industry 
workforce develop fundamental technical and critical skills, in the 
realm of a learning environment, to face more specific, and complex 
problems in research laboratories and the industry.

Finally, the diversity in participating institutions has served two 
vital purposes: firstly, it has reaffirmed the sector’s commitment 
to developing education in HPC in Colombia. Secondly, it has en-
abled us to keep the school’s curriculum updated and relevant, 
incorporating cutting-edge tools and real-world applications.

3.3 Inclusivity
In order to incentivize the participation of underrepresented com-
munities and guarantee inclusivity across underrepresented groups, 
we offer open-to-all scholarships for attendance on every version of 
the summer school. Acceptance was granted to participants (general 
public) who demonstrated in their applications how the summer 
school program would benefit their interest in career opportunities 
or strengthen ongoing research. We also consider the need to in-
crease the participation of underrepresented groups in STEM, such 
as women in science communities, and low-income communities in 
the country. Although we slightly increased female attendance, the 
gap between men and women who participate in this kind of event 
is still high, as shown in Figure 2. Nevertheless, we understand that 
gender equality in science is a progressive transformation process.
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3.4 Influence on Attendance and Collaboration
The Summer School has impacted more than 200 students in more 
than 20 institutions, as shown in Figure 3. This achievement owes 
itself to the collaborative effort of 27 organizations comprising uni-
versities, research institutions, and the industry, as described in 
Figure 4 and Table 3.
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4 HPC SUMMER SCHOOL 2023: A
DISTRIBUTED EVENT

As a result of our experiences before and after the SARS-CoV-2
lockdowns, we were able to use both remote and in-person tools to
plan and carry out the HPCSS initiative in 2023. The possibility of
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Speakers or Mentors) per Country (2019-2022)

Table 3: List of Institutions Participating (with Speakers or 
Mentors) per Country (2019-2022)

Institutions Country

UNESP Center for Scientific Computing Brazil
NVIDIA United States
Universidad de los Andes Colombia
Universidad del Valle Colombia
Universidad Industrial de Santander Colombia
KAUST Supercomputing Core Laboratory Saudi Arabia
University of Delaware United States
IBM United States
University of Tennesse United States
Pittsburgh SuperComputer Center United States
AWS United States
10x Genomics United States
PSL Colombia
Oak Ridge National Laboratory United States
Argone National Laboratory United States
University of Buenos Aires Argentina
Loyola University United States
MathWorks United States
Argonne National Laboratory United States
Coiled United States
Universidad del Rosario Colombia
National Aeronautics and Space Administration (NASA) United States
Universidad Distrital Colombia
Cybercolombia Colombia
Renata Colombia
Earlham United Kingdom
Microsoft United States
Barcelona Supercomputing Center Spain
Universidad Industrial de Santader Colombia
ATOS France
McMaster University Canada
iMMAP Colombia Colombia
USGS Geologycal Survey United States
UbiHPC Colombia
European Space Agency (ESA) France
DYMAXION LABS Argentina

creating a hybrid remote-in-person event offered a way to scale the 
initiative by including more actors, particularly universities. These 
multiple institutions were willing to act as decentralized venues 
for the event, connecting all of them remotely but maintaining the 
in-person character of the workshops within each venue. Similar 
approaches have been taken by XSEDE and related programs.

A big challenge for this modality is to procure centralized access 
to the hardware and software used to run the tutorials. Decentral-
ization has the potential to reduce coherence and coordination,
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ultimately diminishing the experience for participants. After evalu-
ating multiple options including in-house solutions, request alloca-
tions to leadership computing facilities, and cloud, we decided to
use Chameleon Cloud 2.

Chameleon Cloud [17] is a “large-scale, deeply reconfigurable
experimental platform built to support Computer Sciences systems
research” [8], and it provides testbeds as instruments for research,
as well as education. CyberColombia’s HPCSS initiative, being an
educational project, benefits greatly from the resources offered by
Chameleon Cloud, providing the centralization of computing and
software that the distributed modality requires.

In this section, we describe the methodology behind this last
version of the Summer School. Here we explain the general organi-
zation, the program at a glance, supporting material, the challenges
encountered, and how we managed to solve them.

4.1 Organization
Figure 5 provides a visual representation of the general structure
of the Colombian HPCSS 2023. For this version, we partnered with
five universities located in Colombia’s primary metropolitan areas
(Bogota, Medellin, and Cartagena). Faculty professors at these uni-
versities, referred to as leaders, were responsible for (1) encouraging
participation in the event at their respective universities; (2) select-
ing students (up to 15) as well as a group of volunteers ranging from
one to eight; and (3) providing a suitable space at their institution
for students to receive the training and interact with each other.

CyberColombia, as the primary organizer, conducted two meet-
ings with the leaders prior to the event. In the first meeting, the
methodology and organization of the event were explained. In addi-
tion, individual sessions were scheduled to carry out network tests
for the transmission (i.e., audio and visualization) and connection
to the HPC platform. In the second meeting, the aforementioned
tests were carried out in the rooms designated for the student’s
training. These technical tests enabled us to assess the transmission
delay between universities and identify any connection issues from
the universities to the HPC on Cloud infrastructure.

Furthermore, CyberColombia provided training materials and
facilitated access to the HPC on Cloud platform in advance for
volunteers, ensuring that these participants were well-informed
about the content and adequately prepared to address minor issues
and questions.

During the event, a team of four CyberColombia speakers and
mentors, alongside two highly experienced volunteers, delivered
both theoretical and hands-on content via Zoom, while also offering
continuous support through Slack. Active support for students
was presented by leaders of each institution and volunteers in
the host sites along with the remote team. Professors at host sites
not only reinforced the online-delivered content in person but
also gauged students’ comprehension and involvement with the
material. During the event, they provided valuable feedback on
what was the environment at each site, allowing us to adapt our
progress accordingly. To say it simple, faculties and volunteers were
our eyes on site.

2https://chameleoncloud.org/

Other responsibilities of each institution included: catering, col-
lection of the registration fee, dealing with administrative proce-
dures and permits, and generation of the necessary certificates.

4.2 Program at a glace
Table 4 depicts the HPCSS 2023 Daily schedule. The summer school
program featured two discussion forums along with five introduc-
tory training that included both theory and hands-on tutorials.

Table 4: HPCSS 2023 - Daily schedule

TIME DAY 1 DAY 2 DAY 3

8:00 - 900 Welcome Colombia in HPC:
Discussion Forum

Landscape of Supercomputing
in Colombia: Discussion Forum

9:00 - 9:30 Coffee break

9:30 - 12:30
Track 0
Parallel Computing
Fundamentals

Track 2
Paralle Programmin
with OpenMP

Track 4
Parallel and Distributed
Programming with Python

12:30 - 13-30 Lunch

13:30 - 16:30 Track 1
C++ 101

Track 3
Distributed Programming
with MPI

Networking / Closing

4.3 Tutorial topics and material
The objective of this iteration of the summer school was to introduce
the participants to the general concepts of parallel programming,
as well as the basic hardware and software tools that are used. The
tutorial is planned for 20 hours, divided into 3 days. The topics
presented to the participants are divided into sections as follows:

Introduction to HPC. To motivate the whole program, the par-
ticipants were first introduced to Moore’s proposal for the growth
of computational power in time and its limits. We described lim-
itations posed by energy consumption, heat dissipation, and the
physical limits of miniaturization of the transistor. The concepts
of concurrent, parallel, and distributed computing were then in-
troduced as solutions to the computational scaling problem. The
concepts of process and thread were also presented here, along
with common metrics used for assessing the success of parallel
solutions such as speed-up, weak scaling, and strong scaling. This
introductory section was then finalized with some examples and
exercises using Python’s threading module. We have chosen Python
as it is a widely known language with a simple syntax, while the
threading module allows the participants to manually create and
destroy threads, consolidating the concept of the fork/join model
as a basis for many parallel tasks.

Introduction to C++. The basic frameworks commonly used in
HPC are OpenMP and MPI. However, before we can discuss them,
we need to introduce C++, a language with solid and up-to-date
implementations of these frameworks as well as a staple in the field
of HPC. Many new programmers have not been introduced to this
language. Thus, we used this tutorial section to introduce C++’s
syntax and the basic structure of code. In particular, this section
introduced the strong-typed nature of C++, the basic syntax for con-
ditionals, loops, and functions, as well as the concepts of references
and pointers. These latter are frequently used in memory copying
operations in HPC, especially during accelerator programming.

Parallel computing with shared memory. In this section, the
fork/join model was explored further. This section explained how to
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Figure 5: Colombain Organization of the High-Performance Computing Summer School 2023

implement parallel solutions in C++ using the OpenMP framework 
and deploy them on multi-core CPUs. The participants learned 
how to fork and join the flow of the program by creating threads 
with the #pragma omp parallel directive, as well as creating parallel 
loops and tasks. Several examples and exercises were provided 
to consolidate these concepts. The participants are encouraged to 
estimate the speedup of their parallel solutions. The tutorial used 
for this section is publicly available at [11].

Distributed computing. The concept of distributed computing 
was explored using C++ and MPI. The participants learned that to 
use several machines or nodes concurrently, a message protocol 
between nodes is needed. Using examples and hands-on exercises, 
participants learned how to initialize MPI to create the processes 
and perform point-to-point communications to send and receive 
messages between individual nodes.

Parallel computing with Python. Data science (DS) and arti-
ficial intelligence (AI) have gained great predominance. A  great 
amount of the computational work in this field is done using Python. 
In this final module, the participants had the opportunity to work 
with Dask [21], a Python framework that allows the scaling of pop-
ular Python modules used for DS and AI. Dask performs the scaling 
by parallelizing the Python code, allowing the programmer to work 
with large amounts of data.

4.4 Technical Aspects
Teaching fundamental skills in parallel and distributed comput-
ing, the building blocks of High-Performance Computing, presents 
unique pedagogical challenges [19, 20]. These challenges extend 
beyond just delivering content to students; they also encompass 
the crucial task of ensuring access to the appropriate technolog-
ical tools for a comprehensive and effective learning experience 
integrating both theory and practice.

When it comes to enabling the appropriate technological tools, 
the primary concern resolves around access to a flexible, config-
urable, and user-friendly HPC infrastructure. On this matter, our 
teaching infrastructure has shifted over different HPC solutions, 
providing considerable improvements every year.

Back in 2018, our main education infrastructure was based on an
in-house university cluster. This required direct coordination and
constant support from the facilities team. Challenges like account
management, network restrictions, and unsupported software were
common. Other solutions involved shared time in cloud computing
services such as Amazon AWS and Google Cloud. However, the
credits were often not enough. Access required additional steps for
the users and the final result was not representative of leadership
computing facilities worldwide (e.g., no batch scheduling).

Most recently, we deployed all our infrastructure using Chameleon
Cloud [17]. This solution has proven to be the right middle point
between resembling HPC ecosystems and having enough control
over the configuration. Chameleon Cloud enabled us to allocate
bare-metal HPC computing nodes located in leading HPC comput-
ing facilities such as Argonne National Laboratory and Texas Ad-
vanced Computing Center. The allocated instances are provisioned
using ready-to-use Ansible playbooks, developed and maintained
by CyberColombia for the HPCSSs. The provisioned software stack
typically includes Slurm (workload management system), C/C++
and C-lang (compilers) with support for OpenMP, CUDA, OpenMPI,
JupyterHub (for user-HPC interaction), and Jupyter notebooks (to
deliver theoretical and practical content). Recently, we updated our
software stack to include data analytics frameworks such as Dask;
comprising interfaces like Dask-jobqueue, enabling the interaction
of the framework with the workload management system.

Jupyter notebooks have garnered significant momentum as a
powerful tool for interactive “human-in-the-loop” based research.
However, care should be taken in the way they are used for teaching,
particularly because the format does not resemble a genuine user-
HPC system interaction. Nonetheless, for training and education,
they substantially reduce the learning barriers.

As the HPC system is managed with the Slurm scheduler to
provide isolation between different executions and deliver the per-
formance expected in parallel and distributed applications, we did
not write executable code directly into the notebook’s cells. Instead,
the notebooks provide the guidelines to edit pre-filled source files,
then source files are compiled and sent to the scheduler through
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customized commands inserted on notebooks’ cells. These com-
mands provide interactive job submissions, timing, and memory
and CPU usage tracking. This approach allowed us to maintain
an interactive learning experience without delving too deeply into
the intricacies of job submission. The primary goal of the sum-
mer school is for students to grasp the potential of parallel and
distributed computing.

5 LESSONS LEARNED AND FUTURE
DIRECTIONS

From the experience conducting HPC training events in Colom-
bia, we concluded the following lessons learned: First, although 
virtual events stimulate participation in both speakers/mentors and 
attendees, this approach presents several drawbacks in the long 
term such as the lack of interaction among participants (student to 
student, students to mentors, and students to university), the lack 
of an appropriate learning environment, the lack of proper super-
vision of progress, among others. To overcome these challenges, 
we reintroduced in-person events while simultaneously sustaining 
remote content delivery, allowing us to expand our reach across 
multiple universities. Professors, on-site volunteers, and remote 
experienced volunteers played essential roles in providing students 
with a real-time, supportive learning experience. Secondly, in prior 
editions of the event, we observed that a significant number of par-
ticipants lacked a fundamental understanding of HPC, leading to 
feelings of overwhelm and frustration when exposed to advanced 
materials and use cases that were beyond their current understand-
ing. To address this concern, we reformulated our program into 
five tracks: Track 0. Parallel Computing Fundamentals, Track 1. 
C++ 101, Track 2. Parallel Programming with OpenMP, Track 3. 
Distributed Programming with MPI, and Tack 4. Parallel and Dis-
tributed Programming in Python. Finally, HPC in cloud solutions 
such as Chameleon Cloud played a paramount role in decentralizing 
our training efforts and amplifying our overall impact.

Future works will focus on tracking students’ progress beyond 
the summer school and incentivizing their participation in the 
initiative, enabling them to contribute to the expansion of our pro-
grams across various locations and sectors, in different modalities 
(monthly talks, short tutorials, work-in-progress showcases).
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ABSTRACT
Giving students a good understanding how micro-architectural ef-
fects impact achievable performance of HPC workloads is essential 
for their education. It enables them to find effective optimization 
strategies and to reason about sensible approaches towards better 
efficiency. This paper describes a lab course held in collaboration 
between LRZ, LMU, and TUM. The course was born with a dual 
motivation in mind: filling a gap in educating students to become 
HPC experts, as well as understanding the stability and usability 
of emerging HPC programming models for recent CPU and GPU 
architectures with the help of students. We describe the course 
structure used to achieve these goals, resources made available to 
attract students, and experiences and statistics from running the 
course for six semesters. We conclude with an assessment of how 
successfully the lab course met the initially set vision.

KEYWORDS
High Performance Computing, Computer Architecture, Accelerator 
Architectures, Computer Science Education

1 INTRODUCTION
As Tier-0 compute centers in Europe move towards exascale, the ed-
ucation of students and users alike is gaining significant importance 
in order to be prepared to utilize the potential of these systems.
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Various valuable training materials and courses have been devel-
oped, including broad community training initiatives in the US (e.g.,
efforts in ECP [13, 14]) and Europe (e.g., activities in PRACE [8]
and European Union’s Horizon 2020 research and innovation pro-
gram). These programs mainly cover mainstream HPC program-
ming models, frequently target specific domains (e.g., ModSim or
AI) for researchers beyond computer science, and often focus on
platform-specific tools for better compute facility usage. A more
general education for computer scientists from the architectural
point of view is missing, which is, despite recent training methods
and approaches, often lacking even in advanced university curric-
ula. Those often stay either at the theoretical level, or focus only
on high-level programming aspects of HPC systems.

Based on our experience working with HPC end-users in our
compute center, we consider getting practical experience, in partic-
ular with focus on the micro-architecture of modern HPC platforms
and programming models, a key aspect in HPC education, espe-
cially for computer science students and future HPC experts. This
also must include architectural details, like differing processing
elements and complex memory hierarchies.

In 2020, we introduced a new practical lab course focusing on the
experimental evaluation of HPC architectures, called the BEAST
Lab, after the BEAST testbed at LRZwhich is used in the lab (BEAST
is short for Bavarian Energy, Architecture, and Software Testbed).
It is primarily targeted at Computer Science and Computer Engi-
neering (CS and CE) students and has a strong focus on micro-
architecture of modern HPC architectures and systems.

The BEAST Lab shares the spirit of the recent training methods
and programs [4, 5, 9, 12] in providing resource access to students.
Our primary teaching approach and educational strategy is to en-
able students to acquire a deep understanding ofmicro-architectural
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aspects of HPC platforms through practical experience on mod-
ern HPC platforms and experimental evaluation of their micro-
architectural properties. To reach this goal, BEAST1, the Bavarian
Energy, Architecture, and Software Testbed, which is the LRZ test en-
vironment with the latest computer technologies available, enabling
research and exploration of new computer technologies and (HPC)
systems, plays a central role. In addition, the BEAST Lab aims to
have a broader impact by enhancing collaborative research, utiliz-
ing specialized hardware, and involving students in HPC hardware
evaluation and programming, through a multi-institute structure
organized by LRZ, thereby complementing lectures and seminars
at co-organizing universities, the Technical University of Munich
and the Ludwig Maximilian University of Munich.

The BEAST Lab uses a multitude of diverse hardware platforms
available in BEAST with the intention of enabling insights by high-
lighting the architectural differences as well as the differences in
programming models designed to target this diverse hardware in
practice. Therefore, the course is structured with practical assign-
ments and projects requiring minimal implementation effort, but
focusing on experimental evaluations, that teach how to conduct
detailed performance analysis and interpret them. This enables
students to explore and understand the architectural differences
through their measurements. The assignments cover programming
experiments on compute-bound and memory-bound kernels on
CPUs and GPUs using common HPC node-level programming
models (OpenMP, CUDA, and HIP), instruction-level and memory
parallelism, branch prediction, and NUMA effects on CPUs.

The projects cover the same type of topics and experiments but
need more effort in programming, enabling multi-threading and
various optimizations such as low-level manual vectorization. These
projects target a selection of conventional and fairly new applica-
tions such as multigrid solver [20], matrix profile computation [17],
and interpolation kernels [18].

Finally, to assess the success of the lab course and to ensure that
the lab material stays aligned with the teaching goals, we establish
a survey for students, where the participants are asked to evaluate
whether the goals are met. This also helps the instructors to gradu-
ally improve the course over time. In addition to quality assurance,
the surveys serve as feedback from students on their experience
on various hardware, software, tools and programming models.
We collected these surveys over four semesters and discussed the
results in the paper, e.g., that students voted OpenMP offloading
the most intuitive and easy-to-learn model for GPU programming.

Overall in this paper, we make the following contributions:
• We discuss the benefits of the BEAST Lab from the perspec-
tive of organizing parties as well as students.

• We describe the teaching approach, including the course
structure, resources made available to students, assignments,
projects, and grading scheme.

• We summarize lessons learned from organizing the BEAST
Lab for six semesters and provide insights from student sur-
veys on experiences with various hardware and program-
ming models collected over four semesters.

1BEAST is a wordplay: the more systems are coming in, the more the testbed environ-
ment looks like a beast to tame to get results. The corresponding logo shows a lion
head as beast, relating to the lions in the Bavarian coat of arms (cf. Figure 1).

The survey shows that in most cases the students could explain
measurements on the specific architectures and that overall the
BEAST Lab helped the majority of students to properly evaluate
and better understand modern HPC architectures, making this a
highly successful lab course that has become a permanent offering.

2 MOTIVATION
The BEAST Lab was incepted with two primary goals in mind:
filling a practical gap in educating students to become HPC experts,
as well as acquiring experience and understanding the stability
and usability of emerging HPC programming models for recent
CPU and GPU architectures with the help of students. In addition to
these aspects, the BEAST Lab is also designed with a broader impact
in mind to strengthen the collaborative research between academic
institutes and the Leibniz supercomputing center in Munich.

Motivation for the Compute Center: Evaluation of modern HPC
hardware technologies and emerging HPC programming models is
a critical research area for the LRZ, especially in the era of the Cam-
brian explosion of computing and novel architectures [15]. This
research helps LRZ to acquire practical experience on the various
modern systems, technologies, and approachability of program-
ming models as well as the maturity of software and toolchains,
and gain expertise to provide users with suggestions, recommenda-
tions, and best practices on how to write sustainable parallel codes
for future generation machines in computing centers. However,
the extensive variety of modern architectures requires allocating
lots of internal resources. The BEAST Lab helps to attract, educate,
and engage new students in this research area (similar to [22]). We
received more than 20 inquiries from students to continue research
after participating in the BEAST Lab. Additionally, the BEAST Lab
helps motivate research teams and PhD candidates to engage in the
evaluation of modern HPC architectures. 30 researchers (mainly
PhD candidates) from the co-organizing universities are conducting
research on BEAST; 5 of them actively contribute to the develop-
ment of the BEAST Lab.

Motivation for Educators: The CS and CE study programs at TUM
and LMU provide lectures around computer architecture both on a
basic level in the first year of Bachelor as well as on a deeper level
as selective courses in Master tracks. The latter discusses concepts,
approaches, and design choices of the micro-architecture, mostly
covering CPUs on a theoretical level, such as pipelining, out-of-
order execution, or the memory hierarchy. The BEAST Lab helps to
fill the practical gap in CS students’ education regarding complex
concepts and intricacies in the micro-architecture of modern HPC
processors and accelerators. It drives understanding to observe the
performance differences of code variants in practice, backed by
discussion on the micro-architectural properties responsible for the
observed effects. Furthermore, the variety of architectures available
in BEAST allows for insightful comparisons, highlighting different
design choices.

Motivation for Students: For students, the lab course provides
the following benefits: 1) access to rather expensive, modern, and
often rare HPC hardware, 2) gaining practical hands-on experience
on these modern systems, and 3) engaging in state-of-the-art HPC
hardware and system software research after gaining experience in
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the BEAST Lab. Additionally, the BEAST Lab also features invited
talks by mainstream HPC vendors through which students can hear
a light vendor roadmap and an overview of cutting-edge hardware
and software technologies. We also provide a tour of the LRZ site,
including a visit to the infrastructure and the compute cube of
SuperMUC-NG, offering the students a unique chance to visit a
top-tier HPC system.

3 AVAILABLE INFRASTRUCTURE FOR LAB
To stay up to date with new architectures and components, to
contribute to the research in shaping the future of HPC systems,
as well as to educate future HPC experts, the LRZ has established
the “Future Computing” program funded by the Bavarian State
Government: the cornerstone of this program is the development
of test environments with the latest computer technologies, the
“Bavarian Energy, Architecture and Software Testbed” or BEAST
for short (Figure 1).

The “Future Computing” Program: LRZ serves academic researchers
from Bavaria and Germany, mostly running scientific simulation
codes from natural sciences. The main goal of the “Future Com-
puting” program is to match available future technologies with the
demands of LRZ users, starting with a set of benchmarks that re-
flect the typical application mix running on current systems. These
benchmarks are then evaluated on the various architectures in the
BEAST system to get an understanding of future technology and
to answer questions like, “Which systems provide the best accel-
eration and efficiency for user codes considering a given budget?”.
The resulting insights are of significant help for the procurement of
upcoming systems. Another important goal is to check the claims of
vendors about the stability and versatility of the provided software
stack, including support for parallel programming models. Finally,
BEAST helps enable the porting/adaptation of in-house system
tools for new architectures.

Figure 1: BEAST Testbed system at LRZ.

3.1 BEAST Hardware
Our lab course uses BEAST as the main education resource and
provides the students with access to the latest HPC processors and
accelerators. Through the access and working on BEAST testbed,
students get a chance to work on processors and accelerators with
similar architecture and capabilities to the top systems in Top500
list [6], including Frontier, Fugaku, LUMI, and Leonardo. The BEAST
testbed offers a variety of architectures from different vendors and

exposes different instruction sets. However, in the lab course, the
following systems are used intensively.

Intel Icelake + Volta 100: Each node of this type features a two-
socket Intel Xeon Platinum 8360Y CPUs with an Icelake micro-
architecture. 72 cores are distributed over the two sockets (in two
NUMA domains), where each is equipped with one NVIDIA Tesla
V100 GPU (to be moved to A100 GPUs in the upcoming semester).
We are providing access to two nodes of this type to our students.

ARM Thunder X2 + Volta 100: The second system type consists
of two nodes with Thunder X2 CN9980 ARM CPUs. Each has two
sockets with 32 cores per socket and four-way hyperthreading. Two
V100 NVIDIA GPUs are connected to each node.

AMD Rome + AMD MI100: The third system type features two
nodeswithAMDEPYC 7742 RomeCPUs of Zen2micro-architecture,
each containing 64 cores distributed on two sockets. Each node
is equipped with two AMD MI100 GPUs (MI50 GPUs were used
in the early stages of the lab course). In the upcoming semesters,
we are moving towards using AMD Milan systems with the Zen3
micro-architecture and AMD MI200 GPUs.

Fujitsu A64FX:. The fourth system features Fujitsu A64FX nodes
with 64-bit Arm architecture with 512-bit vector implementation
of ARMv8 SVE SIMD instruction set extensions. Each node has 48
cores distributed on 4 NUMA domains and a total of 32 GB HBM
memory. There is no simultaneous multi-threading support.

3.2 BEAST Software Environment
BEAST offers a similar environment, such as the production sys-
tems of LRZ, running SLES and a SLURM instance (the scheduler
is, however, not currently used in the lab as we allocate dedicated
machines). However, as BEAST is part of the LRZ research infras-
tructure, many researchers from Munich universities and internal
LRZ users actively use the infrastructure, and consequently, the soft-
ware environment and configuration are subject to change based
on the needs of the researchers.

For this reason, we use Spack [11] to maintain a dedicated soft-
ware stack for the Lab course (of course, this stack can be reused
for other purposes as well). For instance, various compilers with
different backends, as well as tools (e.g., LIKWID), are installed us-
ing Spack. Other system software and tools, such as device drivers,
vendor compilers, and runtime libraries, are installed system-wide
and regularly updated. We also maintain a system-wide instance
of Data Center Data Base (DCDB) [16] to monitor the outbound
power consumption of nodes gathered from PDUs, which is used
in parts of the lab for experiments on energy efficiency.

4 THE LAB STRUCTURE AND TEACHING
APPROACH

Focus and Topic Coverage: BEAST Lab gives students opportuni-
ties to work on modern computing architectures. In particular, the
course helps students understand how micro-architecture technolo-
gies affect applications’ performance. The involved assignments and
projects in BEAST Lab cover various aspects, such as thread-level
parallelism, instruction-level parallelism, vectorization, memory
access patterns, caches-memory hierarchy, NUMA effects, branch
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prediction, and power consumption. These are integrated through
the general and experimental questions of assignments. Each assign-
ment is linked to a micro-benchmark referring to the aspects that
can impact overall performance. Students can perform experiments
on CPU and GPU architectures.

Teaching Approach: Our teaching approach is primarily based on
comparing architectural effects among different architectures. Stu-
dents are assigned to work in a group to complete the assignments
and projects. In each assignment, the groups work on a specific
topic and conduct experiments on BEAST hardware. Before con-
ducting experiments, they may have a conjecture about the results.
After experiments, each group of students summarizes the results
in a report and analyzes the performance evaluation of different
architectures. Students are expected to understand architectural
knobs, tuning, and optimization potentials affecting performance.
We do not require students to put extra effort into programming
from scratch. Instead, we provide the reference codes for the tasks
and instructions for conducting experiments on BEAST platforms.
With this approach, most of the time can be spent on investigating
different optimization ideas and analyzing performance results.

Another aspect to consider for reducing the programming ef-
fort on the student side is the programming models. These models
should make it easy to port from a sequential program to a parallel
version and port to different platforms and architectures in BEAST.
Therefore, we rely on OpenMP as the primary programming model
for teaching as it is almost the only vendor-neutral option support-
ing all the deployment and acceleration in all BEAST platforms,
including heterogeneous programming on GPUs and CPUs. Other
advanced and specialized programming models, such as CUDA, or
HIP, are also introduced to students. However, we consider these
as bonuses if students try to make an effort.

Lecture Organization & Assignment Structure. The lab is struc-
tured into two main parts: In Part 1, students hear lectures on
micro-architectural topics and work on weekly assignments. In
Part 2, they work on projects with more complex coding tasks.
Part 1 is organized with the weekly lab sessions as follows: ses-
sions begin with a short lecture on a specific topic related to the
upcoming assignment. This is followed by student presentations
covering their experience and results from the previous assignment.
In the end, we introduce the next assignment. In Part 2, the sessions
mainly include an introduction to the project, open group progress
discussions, and project presentations.

In the first lecture, we introduce the course organization and pro-
vide supporting materials to the students. This includes an overview
of the available hardware and their architecture, software environ-
ment, and compilers in BEAST. Further weekly lectures cover an
introduction to OpenMP, GPU architecture and OpenMP target
offloading, memory hierarchy of multi-core CPUs, pipelining and
branch prediction, and tools for tracing and profiling.

Overview of assignments: Following the first introductory lec-
ture, BEAST LAB begins with a warm-up assignment providing
instructions about accessing the system remotely and loading re-
lated libraries and compilers to familiarize students with the usage
of our platform. After the warm-up assignment, seven assignments
cover the mentioned topics. Each assignment is divided into smaller

Memory Bound Microbenchmark

Compute Bound Microbenchmark

CPU-vector-triad

CPU-mxm

Profiling Tools perf, likwid, ...

stride-vector-triad, linked-list traversal

Memory Bound on GPU

Compute Bound on GPU

GPU-vector-triad

GPU-mxm

ILP, branch-predict

Projects mg, mp, intp

Memory Hierachy & Latency Microbenchmark

ILP & Branch Prediction

Figure 2: Overview of assignments & projects in BEAST Lab.

parts with specific tasks and questions, supposed to incrementally
improve the understanding of the topics. Students are asked to
explain the performance of certain codes and modifications, sup-
ported by appropriate visualizations. The assignment overview and
order are shown in Figure 2. Their content is described as follows.

(1) Vector Triad on CPU. This assignment uses a vector triad
to show how the available bandwidth of different levels in the
memory hierarchy affects performance in memory-bound
applications in dependence on their arithmetic intensity. The
micro-benchmark is analyzed in sequential and parallel exe-
cution. Topics covered include compiler auto-vectorization,
caching, thread pinning and OpenMP loop scheduling effects,
NUMA effects and first touch policy.

(2) Vector Triad on GPU. Assignment 2 introduces students
to OpenMP offloading in the context of GPUs. The tasks
require analysis and evaluation of the GPU architecture with
a focus on the memory hierarchy, i.e., the OpenMP thread
and team scheduling on GPU processing elements, as well
as the importance of memory coalescing and data transfers
between host and device, which are explored.

(3) Profiling Tools for CPU and GPU. This assignment in-
troduces students to various profiling tools for CPUs (Perf,
Likwid, PAPI) and GPUs (nsys, ncu, rocprof, THAPI). Stu-
dents learn to identify performance bottlenecks using code
instrumentation and tools to measure performance events.

(4) Memory Hierarchy and Memory Access Latency. We
use vector triad (a stride variant), a linked-list traversal, and a
ping-pong code to introduce detailed performance aspects of
the memory hierarchy and parallelism, such as prefetching,
cache line efficiency, NUMA effects, cache coherence, and
core-to-core latency.

(5) Matrix Multiplication on CPU. A dense matrix multipli-
cation is used as a compute-bound micro-benchmark. We
focus on memory access patterns, loop scheduling with
OpenMP parallelization, cache blocking, (auto-)vectorization,
and compiler optimizations. Additionally, we encourage the
students to use roofline model for each architecture to fur-
ther analyze their experiments on BEAST.

(6) Matrix Multiplication on GPU. Assignment 6 covers per-
formance aspects of data transfers between host and device,
matrix multiplication cache blocking and thread scheduling
on GPUs, and introduces the CUDA programming model. Be-
sides, students can measure energy efficiency using DCDB.
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(7) Pipelining and Branch Prediction. This assignment in-
troduces codes to measure properties of key aspects in mod-
ern pipelined microprocessor architectures, such as instruc-
tion latency, throughput, and branch prediction. Branch pre-
diction capacities are analyzed via different types, i.e., condi-
tional jumps, indirect jumps, and returns.

Final Projects: At the end of the lab course, student groups work
on projects that put their knowledge and experience to the test.
These projects are structured similarly to the weekly assignments
but include more implementation workload around the topics dis-
cussed in the lab. Groups bid on the available platforms for their
project and further implement specified applications targeting
CPUs or GPUs using OpenMP, and optionally CUDA and HIP.
They further and evaluate their implementations according to the
provided instructions and report the results in a final presentation.

The content of these projects is described as follows:

(1) Multigrid is a well-established iterative approach for solv-
ing linear equations mainly associated with partial differ-
ential equations. This approach leverages a hierarchy of
grids to accelerate the convergence of the iterative solver.
In this project, students are provided with a sequential im-
plementation of a full multi-grid solver that is based on
Jacobi smoother, and it includes restriction and prolongation
steps, as well as the typical so-called V and W cycle schemes.
Groups implement vectorization, parallelization, and GPU
offloading for target codes and investigate performance bot-
tlenecks and efficiency.

(2) Automatic optimization and vectorization enabled byOpenMP
directives or compiler flags may not improve performance in
complex cases with complex access patterns. In such cases,
manual implementation of SIMD is often required, poten-
tially necessitating restructuring the algorithms to tap into
parallel processing capabilities. In this project, students ex-
tend the implementation of a sinc interpolation function [18]
with OpenMP as well as manual SIMD and evaluate their
solutions on several CPU platforms in BEAST.

(3) In the last project, students work on a time series mining
application, specifically matrix profile computation [17]. We
provide students with the source code for the serial imple-
mentation of matrix profile computation. Students imple-
ment it by enabling efficient multi-threading, vectorization,
and offloading and further study it in their selected target
platforms in BEAST.

Teaching Support Structure, Student Feedback, and Evaluation
Scheme: In terms of teaching support and student evaluation, we
require students to work in groups with Git for their collaboration,
assignment/project submission. For the discussion among students’
groups, a common Zulip channel is created. Tutors also get involved
in this channel to support students. Depending on the content of
each assignment and project, deadlines can be in one or two weeks.
After each assignment/project, a few groups are selected to present
the reports of their performance results. Following that, we can
question and discuss in detail how students understand the results
and performance aspects corresponding to each micro-architecture.

5 CHALLENGES
Organizing the practical course with the above-mentioned structure
comes with various organizational and technical challenges. These
challenges include:

(1) Structuring suitable assignments and projects that are aligned
with the primary goals of the lab course,

(2) Regular cross-institution coordination and planning,
(3) Coping with the gradual changes in hardware and software

platforms, which requires additional effort in keeping a dedi-
cated software environment for the assignments and projects
to rely upon while also maintaining an ever-changing re-
search software stack and environment,

(4) Better usage of scheduler for student jobs (overlapping allo-
cations).

6 EVALUATIONS OF BEAST LAB SUCCESS
Over the course of four semesters between 2021 and 2023, we have
asked students to evaluate their experiences in the BEAST Lab.
While the two universities conduct generic course evaluations, we
provided a special feedback form in addition that focuses on the
syllabus and learning aspects specific to the BEAST Lab. The types
of questions include rating on a scale, selecting from categories, and
providing free-text answers. In total, we have received 60 responses,
of which 12 are from students at the bachelor’s level (all enrolled in
computer science) and 48 at the master’s level (in computer science
and adjacent disciplines, such as computational science & engineer-
ing, robotics, cognition & intelligence, or games engineering).

6.1 Student Experience
On average, our students report having 4.2 years of programming
experience, which is slightly above their average length of enroll-
ment. Many students have previously taken courses in the subject
field, with a majority (58%) having attended the lectures Parallel Pro-
gramming or Programming of Supercomputers, 22% having attended
the lecture Advanced Computer Architecture, 8% having attended
a lab related to High Performance Computing or GPUs, and 12%
having attended no prerequisite courses at all. Despite this, many
students report having only little experience with both OpenMP
and OpenMP Offloading. On a 1-5 scale (5 very experienced and 1
novice ), the average student self-reports an experience of 2.4 for
OpenMP and an experience of 1.3 for OpenMP Offloading, with
38% and 79% of students having had no respective prior experience
at all, raising the question of how effective the adjacent courses
teach OpenMP as a parallel programming technique.

6.2 Merits of OpenMP
OpenMP is by far the most popular parallelization technology in
the lab, with almost two-thirds of students preferring its directive-
based approach to a computing-kernel paradigm (25%) such as the
one found in CUDA. Coming from a background of comparatively
little experience, students find that OpenMP is reasonably easy
to learn rated as 3.5/5, with OpenMP Offloading being somewhat
more difficult at 2.8/5 on a scale of 1 very easy 5 very hard. This
is likely due to the additional requirement of having to handle
data movement. OpenMP loop constructs were rated as the most
intuitive API for parallelization on CPU, followed by intrinsics
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Debugging Profiling Difference
CPU 2.7 3.0 0.3
GPU 1.9 2.4 0.5

Difference -0.8 -0.6

Table 1: Students' Opinions of Implementing Parallel Code 
on CPU and GPU on a 1-5 Scale. 

Note: Generally, students prefer pro-filing over debugging and 
working on CPU over working on GPU.

before OpenMP SIMD. On GPUs, twice as many students preferred 
writing OpenMP Offloading code overwriting CUDA code, with 
barely any students preferring HIP. Figure 3 shows the top reasons 
that students like OpenMP and the most often cited criticisms. As 
expected, the ease of implementation and the learning curve are 
seen as big pluses for using OpenMP for on-node parallelization. 
However, students often find it difficult to understand what their 
code or the OpenMP library is doing at run time, which is reinforced 
by the observation that students also find it difficult to debug their 
parallel programs. To this day, despite the maturity of OpenMP 
and shared memory parallelism in general, these still appear to be 
common pain points for parallel program developers.

6.3 CPU and GPU
As part of the lab course, students work with both CPU and GPU 
technology. Unsurprisingly, students preferred working on 
CPU rather than GPU (with GPUs scoring around 20% lower 
in the ease of debugging criterion and 15% lower in the ease of 
profiling criterion) and found that finding bottlenecks was 
generally easier than debugging a program (Table 1). With a 
rating of only 1.9/5, debugging on GPU was by far the most 
painful for students. This is likely due to the fact that GPU 
debugging tools are not nearly as prevalent as their CPU 
counterparts. The easiest task was profiling on the CPU, but with a 
rating of 3.0/5 it can hardly be said that this is a seamless 
experience.

Figure 3: Advantages and disadvantages of using OpenMP
according to student opinion. The biggest appeals of using
OpenMP for students are howeasy and fast it is to parallelize
code and the learning curve. However, students often find it
difficult to understand what their code or the OpenMP run-
time is doing.

Figure 4: Architecture popularity among students. The x86-
64-based systems (Icelake and Rome) outclass the ARM-
based systems (A64FX andX2), with theA64FX, in particular,
being the least popular. being the least popular.

6.4 Profilers
Students typically spend around 54% of their time parallelizing
their application until they reach their first correct implementation
(which includes debugging), and around 42% of their time in op-
timization (including profiling). In general, students find profilers
reasonably useful when attempting to optimize code (3.5/5). The
most popular profiler was Linux’s Perf (3.4/5), with Likwid (3.1/5)
and the GPU profilers (2.9/5) following suit.

6.5 Architectures
Throughout the lab, students work with four types of machines
available in the BEAST cluster. One of the motivations for the LRZ
to conduct the lab is to learn about the merits of different systems
from a user’s perspective, with students serving as stand-ins for
actual scientific users. According to Figure 4, the students have a
very clear opinion on which systems they like. The two x86-64-
based systems, Intel Icelake and AMD Rome, come out far ahead of
the ARM-based systems, Thunder X2 and the A64FX. Icelake wins
out slightly over Rome, though this may be attributed to the system
being slightly more recent, but both systems have a good approval
rating of 62% and 55% of participants, respectively. The opinion
on the Thunder X2 machines is neutral, with approximately equal
counts of approval and disapproval leading to an approval rating

Figure 5: Top reasons why students like or dislike architec-
tures found in BEAST. The most important factors for stu-
dents are performance and available documentation.
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of 2%. The biggest loser in terms of student opinion is clearly the
A64FX, with a final approval rating of -23%, which is particularly
unfortunate because the BEAST cluster has more A64FX machines
available than any other type, which means crowding should have
been less of an issue.

Figure 5 gives us clues as to why the approval ratings are the way
they are. The top reason why students liked or disliked architecture
was the performance they were able to achieve. For most students,
this weighs in favor of x86-64 and against the A64FX, likely due
to its unusual architecture. Documentation was the second most
important factor, both in favor and against systems, with students
remarking on the good documentation available for Icelake ma-
chines in particular. Furthermore, the ability to understand what
was happening in hardware was important for students. In the end,
when asked whether they think that they can choose which archi-
tecture to use given an algorithm, students were fairly confident
(3.2/5) that they would be able to make a good decision. When asked
whether they think they will be able to explain performance results,
students were also fairly confident (3.3/5) that they would be able
to explain the cause. Additionally, when asked what other archi-
tectures they would have been interested in, popular candidates
included RISC-V systems, FPGAs, and AI-specific architectures.

6.6 Lab Evaluation
Last but not least, we asked students to evaluate the course itself.
In general, students describe the difficulty of understanding the
algorithms for the assignments as medium (3-5 hours) and for the
projects as difficult (approximately 2 days). Some students felt that
they could have benefited from more in-depth introductions to
the algorithms, and it was found that self-guided research was
the primary source of information for understanding concepts and
developing solutions ahead of the provided course material and
API/standards documentation. Further, students felt that the lab
could be improved by additional feedback to students as well as sam-
ple solutions, indicating the desire to reduce the open-endedness
slightly in favor of a more rigidly structured course. Overall, many
participants thought that the course matched their expectations
fairly well (3.7/5) and that the exercises helped them understand
modern computer architecture (3.8/5). Many were also interested
in further student work such as a thesis or guided research.

Throughout the semesters of the BEAST Lab, we gained a lot
of experience with running the lab course and the surrounding
infrastructure. We believe this course is unique among the offerings
at our university, and based on student engagement in class and the
provided feedback, we know that students have the opportunity to
learn practical aspects of high performance computing not covered
in the theoretical courses. We therefore believe that the BEAST
Lab is a win for both the students taking the course and the staff
supporting it.

7 RELATEDWORK
Various valuable training programs, materials, and courses have
been developed by the HPC community. In order to locate the
scope of the BEAST Lab, we look at recent programs from three
main perspectives: 1) the primary educational purpose, 2) the target
audience, and 3) the teaching approach.

The Supercomputing Institute internship program at Los Alamos
National Laboratory [22] provides a basis in cluster computing for
undergraduate and graduate students, offering an educational expe-
rience to students and serves as an important recruitment tool for
HPC field. RWTH Aachen University offers a software lab [19] to
students, in which the students develop parallel code using modern
tools while focusing on High-Performance Computing foundations
and parallel programming skills. This lab also introduces a self-
paced learning approach where status surveys, developer diaries,
and group competitions are used to motivate and track students’
progress. The German National Supercomputing Center HLRS has
expanded its academic training programs to include courses for
students, teachers, and professionals in response to the increas-
ing demand from broader application domains and relevance of
high-performance computing and simulations beyond academia[7].
Kokkos is presented as a generic parallel programming model suit-
able for the education of a broader audience, including academia,
in the recent work of Sandia National Laboratory [3], where they
introduce the best practices obtained from giving virtual classes on
Kokkos. Michigan State University uses a flipped classroom model
and a “hands-on” approach in teaching parallel programming to
undergraduates in targeting STEM fields [4]. College of Meteoro-
logic Oceanography at National University of Defense Technol-
ogy in China offers a parallel computing course [2] tailored for
atmospheric science majors, addressing challenges faced by non-
computer science students in understanding parallel scalability.
Texas A&M High Performance Research Computing (HPRC) [1] ex-
plored educational approaches in response to COVID-19 pandemic
using virtual sessions and peer-learning environment.

Overall, in most cases, the existing programs focus on introduc-
ing the basics or mainstream HPC programming models and tools.
Also, existing programs mainly target undergraduate or graduate
student education or consider interdisciplinary domains (e.g., Mod-
Sim or AI) and, therefore, target a broad community of researchers
beyond the computer science discipline.

The educational challenge of teaching high-performance com-
puting in the face of rapid heterogeneous hardware innovation and
adoption renders parts of textbooks obsolete [10]. Reed College
uses a diverse heterogeneous hardware and software environment
for computer science majors. Artificial Intelligence National Labo-
ratory of Hungary, in collaboration with NVIDIA Deep Learning
Institute, discusses challenges in accelerated heterogeneous parallel
computing and deep learning education and presents the structure
of their Instructor-led Workshops [12]. Magic Castle [9] of Jülich
Supercomputing Centre in Germany creates the supercomputer ex-
perience in public or private Clouds enabling scalable HPC training
through provisioning of virtual supporting infrastructures. Indiana
University uses Jetstream National Science Foundation Cloud in-
frastructure [5], to provide practical HPC training experiences for
both HPC administrators and users, covering concepts from basic
command-line usage to advanced cluster management. FreeCom-
pilerCamp.org of Lawrence Livermore National Laboratory [21]
is an open online platform designed to train researchers in devel-
oping OpenMP compilers primarily to address the lack of training
resources for researchers who are involved in the compiler and lan-
guage development around OpenMP. Another worth-mentioning
work is on teaching methods and hardware platforms used by
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Purdue Research Computing for educating HPC system admin-
istrators [23]. Overall, we can conclude that providing resources
to users for training is a central piece of the teaching method in
most of the existing programs. Also, looking at ECP and PRACE
education programs, we conclude that existing programs often tar-
get platform-specific tools and optimizations with the intention of
better utilization of specific computing facilities.

BEAST Lab shares the spirit of recent training methods and
programs in providing resource access to students and extends
the scope of the micro-architecture of modern HPC platforms and
programming models.

8 LESSON LEARNED, SUCCESS STORIES, AND
DISCUSSIONS

Here we summarize a few of the lessons we learned from running
the lab:

• most students registering for the lab are interested in recent
technology. Getting access to expensive data center hard-
ware motivates them to invest a lot of time in assignments.

• often it is difficult for students to come up with explanations
for observed effects. Weekly meetings with a good mix of
background information and in-depth discussion of detailed
explanations are important for understanding.

• students always work more before deadlines. A job sched-
uler would not allow students to keep up with deadlines, so
measurements may come from congested and overloaded
systems. It is important to split up student groups to work
on different hardware to reduce this effect.

• next to simple micro-benchmarks (Part 1), working on more
complex code is important to see the bigger picture on the
challenges of well-tuned HPC code. Examples: just tuning
one kernel is not helpful (Amdahl’s law will kick in early);
on GPU it is important to keep data structures as long as
possible on the accelerator.

We can identify two types of success stories. First, we see that
Part 1 of the lab (discussing results of micro-benchmarks) helps
students to get good results on optimizing real-world codes (Part 2
of the lab). Second, a lot of students come back for student work
(bachelor’s/master’s theses) around BEAST. It is also nice to hear
from nearside researchers that students cite their participation in
the BEAST lab when searching for final theses. Finally, it is nice to
have a colleague helping advise the BEAST lab now who joined the
lab as a student before.

However, from the perspective of LRZ, it is important to discuss
whether specific goals could be achieved. Especially valuable are
experiences about (1) the maturity of software stacks, (2) the ease
of getting into parallel programming with a given API/framework,
and (3) whether programming models allow users to get the ex-
pected performance. In regards to (1), we wanted to understand
the maturity of support for ARM. It was good to see that students
had no issues with ARM compilers; the ecosystem around ARM
seems to be so well supported nowadays that switching from x86
to ARM as host architecture for large HPC systems is not any risk.
In regards to (2), we wanted to know if it is reasonable to start with
OpenMP GPU support to get users into GPU programming. Experi-
ence from the lab shows definitely that it is beneficial for users to

have an easy start. Once they see their code running on GPUs, it
is relatively easy to dig deeper. However, the latter is required to
get reasonable performance (3). Results from OpenMP Offloading
often were disappointing.

9 CONCLUSION AND OUTLOOK
The BEAST Lab is a success story for all participating institutions,
the universities, and the data center. While it is known among
students to be challenging, we see students acquiring a lot of in-
sights about CPU and GPU architectures, enabling them to come
up with significant speedups for given HPC application codes. The
lab successfully attracts good students. Furthermore, the ”Future
Computing” program benefits from the lab. First, students ask to
do their Bachelor/Master theses with LRZ. Second, a lot of valuable
experience is gathered with the help of the lab: it is helpful to know
that, e.g., migrating users to a new ISA or to GPUs for the next
leadership system can be done without much risk. And the experi-
ence becomes a guide for what kind of user training is required for
successful migration to the next system.
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ABSTRACT
The HPC Carpentry lesson program is a highly interactive, hands-
on approach to getting users up to speed on HPC cluster systems. It 
is motivated by the increasing availability of cluster resources to a 
wide range of user groups, many of whom come from communities 
that have not traditionally used HPC systems. We adopt the Carpen-
tries approach to pedagogy, which consists of a workshop setting 
where learners type along with instructors while working through 
the instructional steps, building up “muscle memory” of the tasks, 
further reinforced by challenge exercises at critical points within 
the lesson. This paper reviews the development of the HPC Car-
pentry Lesson Program as it becomes the first entrant into phase 2 
of The Carpentries Lesson Program Incubator. This incubator is the 
pathway for HPC Carpentry to become an official lesson program 
of The Carpentries.

KEYWORDS
HPC, training, open source, lesson

1 INTRODUCTION
HPC Carpentry is a set of lessons whose goal is to introduce the 
ins and outs of running applications on HPC resources to new audi-
ences, including investigators from fields which are not traditional 
users of high-performance computing, as well as novice users from 
fields in which HPC is commonly used.

For historical reasons, we have a variety of lessons at varying 
stages of maturity, and are in the process of crafting some of these 
lessons into workshops or tracks, which can be presented together 
to bring learners up to speed on modern HPC resources.

1.1 The Carpentries
We take advantage of pedagogical methods built up by The Car-
pentries [3]. This organization was founded 25 years ago to solve 
a related problem, that of getting scientists to engage better with
∗Presenter, all authors contributed equally to this submission.
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code development best practices, to help investigative teams cap-
ture knowledge generated by possibly-short-term participants, and
to improve reproducibility of computational science.

The fundamental idea of Carpentries workshops is two-fold.
Firstly, within the workshop setting, instructors and learners live-
code the lesson steps together, with a strong emphasis on ensuring
that instructors explain the process in detail, including real-time
post-mortems on typos and errors. Learners exercise the correct
workflow, building up “muscle memory” of the process, and also
get an organic sense of what common errors look like, and how
to recover from them. Secondly, the workshop material is open-
source, and feedback gathered after a workshop, from learners,
instructors, and organizers, and can be translated into modifications
to the lessons, so that they are continuously improved. Because
the lessons are shared across the Carpentries community, there
are many eyes on the content, and “bugs” are quickly found and
corrected for all future users.

The limited time of the workshop setting admits modest but
important pedagogical goals – learners are expected to come away
not as experts in the material they have just worked through, but
rather with a solid grounding in what success looks like, search
terms to drive later discovery, and continued access to the lesson
material itself.

2 HPC CARPENTRY LESSON PROGRAM
HPCCarpentry addresses a similar need to The Carpentries, namely
on-boarding novice HPC users. Many of the same constraints that
motivated The Carpentries strategy are similar – there is no room
in anyone’s curriculum for a formal course in HPC usage, but the
material is unfamiliar, and HPC interactions are unlike other ways
that computers are used. The same strengths of The Carpentries –
the workshop setting and live-typing technique – help novice HPC
users just as they do novice users of Git, Bash, or Python.

2.1 A Brief History
Birds of a Feather sessions at SC17 [13] and SC21 [11] demonstrate
that, for some time, there has been significant interest among the
HPC community in The Carpentries approach to generating and
delivering training content.

The HPC Carpentry GitHub organisation was created in 2017
as part of HPC lesson development efforts by Compute Canada
(now Digital Research Alliance of Canada). There were also other
ongoing HPC lesson development efforts such as the HPC Parallel
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novice lesson [12]. At CarpentryCon 2018, HPC Carpentry had
2 sessions [2, 9] (each with ~40 participants), where much of the
discussion centered around how to merge existing efforts and form
a single group of collaborators to drive the lesson development
forward.

Over the past few years, in working towards Carpentries lesson-
program incubation status, the current team has identified com-
ponents which can be organized into thematic Carpentries-style
workshops. The themes identified are a user workshop, taking learn-
ers from an introduction to the shell through to running a simple
application on a cluster, and a developer workshop, taking learners
through the execution of a code example for a parallel framework,
such as MPI. At the same time, we do not wish to devalue or dis-
card the niche or advanced material which we have access to, and
which does not neatly fit into the workshop themes. Identifying
and developing the workshop-appropriate material has been one
of the significant challenges of the past few years.

Over the course of all of this development, a number of teams
have forked lesson material on GitHub at various points in its
development. We recently reached out to many of these teams
to try to ascertain whether there were valuable additions to the
material that had been added, that we might want to capture, and
to try to identify opportunities for re-integration or collaboration.
This effort promises to rekindle some prior relationships, and we
are hopeful that this will help us serve a broader community than
would otherwise be reached, but re-integration has certainly been
another significant challenge.

2.2 Lessons in the Program
The current user-oriented lesson program of HPC Carpentry con-
sists of three lessons:

• “The Unix Shell” [1] – This lesson is included directly from
Software Carpentry. To quote from the lesson itself: “Use
of the shell is fundamental to a wide range of advanced
computing tasks, including high-performance computing.”

• “Introduction to High Performance Computing” [5] –
The most highly developed of our lessons, which takes learn-
ers from basic shell use to dispatching parallel jobs on an
HPC cluster, and includes careful feedback-driven descrip-
tions of various jargon terms.

• “HPC Workflow Management with Snakemake” [4] –
Currently under development, this lesson is meant to follow
the “Introduction to HPC” in a workshop setting. It takes
the user from dispatching jobs to performing a workflow-
managed scaling study on a reference executable which illus-
trates Amdahl’s law (using Snakemake [10] as the workflow
tool).

Asmentioned earlier, for historical reasons, there are a number of
other lessons in The Carpentries format, created and maintained by
the wider community, which encapsulate valuable material but are
not part of the initial workshop plan. Examples include a lesson on
the Chapel program language [6] and the use of containers [7]. The
Carpentries lesson incubator provides a venue where relevant new
material can be identified, and possible new contributors brought
into the community.

2.3 Continuous Improvement Through
Continuous Assessment

The Carpentries model seeks to actively gather learner feedback
to foster lesson improvement. Each delivery of the lesson program
includes a pre- and post- workshop surveys for each Carpentries
Workshop to help evaluate the effectiveness of the lesson and iden-
tify opportunities for further improvement.

2.4 Portability
All of our lessons are maintained in public GitHub repositories. The
lesson “Introduction to High Performance Computing” currently
allows for extensive customisation for use at a particular site. For
the purposes of providing community access to HPC resources, we
are planning to converge our lessons such that the default content
refers to a “reference cluster,” built in the cloud, that meets our
general requirements and can be easily reproduced (and hence
scaled out). Adapting the lessons to a specific site, for workshops
that benefit from this, will be still be possible.

2.5 Supporting Infrastructure
We currently have access to cloud resources, where we use Magic
Castle [8] to create instances of “HPC clusters” that can serve the
requirements of the lesson program. We anticipate that our rela-
tionship with The Carpentries will help us to acquire and manage
additional cloud resources, either in-kind or via funding, which
should facilitate future workshops.

3 FUTURE DIRECTIONS
Our near-term strategy at this point is to complete and begin teach-
ing the material for the two workshops mentioned above, one for
HPC users, and one for developers. The workshops will both start
with the existing “The Unix Shell” lesson, maintained by The Car-
pentries, followed by an “Introduction to High Performance Com-
puting”. Afterwards, the workshops will diverge, with the “user”
workshop continuing with the “HPC Workflow Management with
Snakemake” lesson, and the “developer” workshop continuing with
a lesson in the operation of a parallel framework, such as MPI.

3.1 The Carpentries Lesson Program Incubator
With the ongoing support of The Carpentries, it is hoped that
the HPC user-oriented workshop described above will be the first
entrant into Phase 2 of The Carpentries Lesson Program incubation
process. Incubation is a 3 phase process with the final phase being
adoption as an official lesson program of The Carpentries (alongside
Software Carpentry, Data Carpentry and Library Carpentry).

3.2 Development of Additional Lessons
Aside from the lessons intended for workshop integration, we also
plan to continue to welcome and disseminate contributions on
general HPC topics. We are aware that HPC is used for many things,
so we can imagine application-specific lessons for popular HPC
applications, or lessons for more compact and expressive languages
for HPC applications.
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3.3 Engagement with HPC Education and
Training Communities

As we enter a new incubation phase with The Carpentries, we wish
to also increase our engagement with the wider HPC education and
training communities. The continuous improvement model we use
relies on a steady stream of instructors, workshops and integration
of feedback from those workshops. Connection with this group can
help to streamline this process.

4 CONCLUSION
HPC Carpentry is entering an exciting phase, where seeds that
were planted years ago are starting to bear fruit. HPC Carpentry
has honed an initial lesson program to the point where it is being
considered as an official lesson program of the Carpentries. It has
addressed, and found workable solutions for, complex issues such
as access to HPC resources for training purposes, and site-specific
customisation of community-maintained lessons.
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ABSTRACT
We have developed a series of course-based undergraduate 
research experiences for students integrated into course 
curriculum centered around the use of 3D visualization and 
virtual reality for science visualization. One project involves the 
creation and use of a volumetric renderer for hyperstack images, 
paired with a biology project in confocal microscopy. Students 
have worked to develop and test VR enabled tools for confocal 
microscopy visualization across headset based and CAVE based 
VR platforms. Two applications of the tool are presented: a 
rendering of Drosophila primordial germ cells coupled with 
automated detection and counting, and a database in development 
of 3D renderings of pollen grains. Another project involves the 
development and testing of point cloud renderers. Student work 
has focused on performance testing and enhancement across a 
range of 2D and 3D hardware, including native Quest apps. 
Through the process of developing these tools, students are 
introduced to scientific visualization concepts, while gaining 
practical experience with programming, software engineering, 
graphics, shader programming, and cross-platform design. 
 

KEYWORDS 
Unity, Visualization, course-based undergraduate research 
experiences 

1 INTRODUCTION 
Significant study has been made in the impact on the student 
experience of course-based undergraduate research experiences 
(CUREs), in which activities focused on following the research 
process and performing inquiry is used in addition to or in place 
of traditional laboratory activity [4]. Positive benefits of CUREs 

have been seen in professional identity, research skills, project 
ownership, and higher retention [2, 3, 8, 11]. 
 Our context for implementation is a computational science 
and engineering program at Kean University, a regional 
university in northern New Jersey. The program is part of a 5-year 
combined BS/MS honors program in the School of Integrative 
Science and Technology.  
 The projects presented in this paper involve development or 
enhancement of software in Unity Game Engine [10]. The four 
CUREs that the computational science students have been 
working on presented in this paper center around volumetric 
rendering of hyperstack data, and performance testing and 
implementation of point cloud renderers in Unity using VR 
hardware. 

2 METHODS 

2.1 Hyperstack Image Rendering 
VR is increasingly being used for visualization of hyperstack data 
in scientific and medical imaging [9]. It has shown potential for 
use specifically with confocal microscopy along with other data 
[16]. 
 We have worked with students implementing a technique for 
rendering hyperstacks by using transparency and shading within 
Unity’s rendering pipeline, as opposed to traditional raytracing, 
for a process that is performant, easy to implement, and is cross 
platform compatible across laptop and VR hardware. 
Our focus with student research projects has been on two sets of 
data, the first involving the formation of primordial germ cells in 
fruit fly embryos. Students were given the task of developing 
tools to count the number of cells in the embryo, with cells 
overlapping in 3D and requiring a 3D object detection approach. 
The second data set is a developing database of 3D scans of pollen 
grains. While multiple databases exist of 2D images of pollen 
grains for the purpose of both human and AI training for pollen 
detection, there are far fewer databases of 3D pollen scans, a 
notable exception being the recently introduced 3D Pollen 
Project [19]. As part of a project to provide 3D images of 
common US pollen species, our students use Unity to render 
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hyperstack images of pollen grains to increase availability of 3D 
pollen data. 

2.2 Point Cloud Rendering 
An increasing amount of scientific data is rendered as point 
clouds, both due to the use of higher quality 3d scanners as well 
as traditional glyph renderings of large point-based computations. 
Creating point clouds in Unity has traditionally used geometry 
shaders [15]. In cases where geometry shaders are not supported, 
some software has instead used point shaders with a pointsize 
parameter [17].  Other work in the area has focused on techniques 
for efficient point decimation for faster loading and display, 
with typical renderings done at a level of one million points [5].      

 We set out to have students compare different techniques for point 
cloud rendering, as well as perform cross platform testing. 
Students were assigned the task initially of working with the 
Keijero point cloud model, and testing it with data sets of varying 
size, as well as across platforms, testing on Windows, 
Android, and OS X using where possible Direct X, OpenGL, 
Vulkan, and Metal graphics APIs, using both PC, Oculus Rift, 
Oculus Quest, and Oculus Quest 2 hardware. Over the course 
of this project, additional geometry-based shaders were 
developed and tested as well. 

3 CURES PROJECTS 
3.1 Hyperstack Image Rendering Projects 
3.1.1 Primordial Germ Cells rendering network viewer 
This project has focused on creating multi-user spaces in VR to 
view and share 3D models of primordial germ cell data from a 
confocal microscope. Primordial Germ Cells (PGCs) are 
embryonic precursors that pass on both genetic and epigenetic 
information to succeeding generations [5]. While broadly 
applicable to any hyperstack image data, the particular 
application is driven by a project developing automated analysis 
tools for detecting cells, and the need to validate results in a 3D 
view. We have pursued a multi-user environment to allow remote 
viewing of data by multiple simultaneous viewers, based on 
Photon 2 Unity Networking. A web-based front end lets users 
upload these images and other pertinent data, and configuration 
files for a pre-built unity scene are automatically created. 
Additional tools are also in development to allow users more fine-
grained control over the generated VR models, including the 
ability to save changes. By advancing these elements, the project 
aims to offer a comprehensive, user-friendly platform for 3D 
hyperstack image model visualization and collaboration. 

3.1.2 3D Pollen Database 
Seasonal allergic rhinitis (SAR) is a common inflammatory 
condition caused by pollen grains released by trees, grasses, 
weeds, or molds [6]. Many people are affected by the cold-like 
symptoms caused by these various pollen species [12]. Therefore, 
streamlining the identification and distribution of real-time pollen 
conditions is important because it can provide allergy sufferers 
with useful information to help reduce pollen exposure. We apply 
confocal microscopy to capture diversities in pollen grain 
structures, which can be further used in 3D analysis of pollen 
structures. Whereas other types of microscopes can only allow the 
external characteristics of samples to be seen, confocal 
microscopy allows a sample to be imaged in slices along its z-axis 
which are then used to create 3D and cross-sectional images. This 
allows the images to not only display the external morphologies 

and characteristics that are unique to each pollen species, but also 
the internal morphologies and characteristics. 

Figure 1. Confocal microscopy captures diversity in pollen 
structures. A-M) Max project confocal images (first 

column), captures differences in species’ structures. A′-M′) 
Enlarged sections (second column) of the broken white boxes 

in the first column highlight key features for each pollen 
species. A-M) Image cross sections (third column), reveals 
additional differences between pollen species’ structures. 

The initial data used is shown in Figure 1. Each pollen species 
shown can be identified by their distinctive characteristics. 
Specifically, Kentucky Bluegrass (A) has one aperture, Sweet 
Gum (C) has many holes with spikes, Careless weed (E) has many 
circular indentations, Bermuda Grass (G) has one aperture and a 
disc shape, Golden Acacia (I) is split into many cube-shaped 
sections, Nettle (K) has an irregular shape, and Common 
Cocklebur (M) has small spikes on the exterior. 
 The goal of this project is to collect, database, and 
disseminate multiple 3D renderings of pollen grains for further 
analysis. 
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3.1.3 Hyperstack rendering clipping shader 
implementation. 

A portion of Unity game and object rendering relies heavily on 
the computer graphics shader attached to objects to apply per-
pixel calculations on GPU hardware and to allow for modification 
of the look and feel of objects based on shading and lighting 
effects. Shaders are used to create a wide variety of visual effects 
for both static and dynamic user interfaces. Built-in Unity shaders 
are typically focused on the needs of gaming, and visualization 
can often be simplified or made more computationally efficient 
by directly writing shader code that allows per-pixel (fragment) 
calculation of viewed effects based on data at known points 
(vertices). 
 In the case of our hyperstack images, a custom vertex-
fragment shader is used to add transparency to pixel values below 
a threshold and modify the transparency of viewed pixels based 
on their intensity value. 

Clipping is a standard technique used in 3D visualization 
software. It can be implemented in Unity at the shader level 
provided the origin of the clip plane in world space, the normal of 
the clip plane relative to the clip plane origin, and the position of 
the pixel rendered in world space. 
 This student project was to implement and test the efficiency 
of clipping in the shader with a combination of a dot product and 
the CG clip function, or in a more advanced approach a step 
operation in place of clip to create a variable that can be used to 
create a more blended view (e.g., rendering the positive side of 
the clip plane with a different transparency value). This has been 
added to our custom shader in the hyperstack renderings in the 
two projects mentioned above. 

4 Point Cloud Rendering Projects 
4.1.1  HACC simulation visualization 
Traditional large scientific data exploration predominantly relies 
on 2D and 3D visualization tools. However, a transformative shift 
is occurring as lower cost virtual reality (VR) hardware emerges, 
offering immersive experiences. This study showcases the 
development of a data pipeline from conventional visualization 
tools like Paraview to Unity Game Engine and the Oculus Quest 
2 headset. 
 The primary goal is to explore this transition, with a focus 
on enabling a more comprehensive understanding of complex 
datasets. 

5 STUDENT PROJECT RESULTS 

5.1 Hyperstack Image Rendering 
Student work on hyperstack image rendering focused on 
techniques for image preparation for rendering. Our pipeline was 
to open the hyperstacks in Image J and save each z-slice as an 
individual jpeg. Images were imported into the Unity editor as 
RGBA 32 bit sprites with alpha as transparency and read/write 
selected. The images were then projected onto quads, using an 
unlit 2 sided transparent shader. The shader was designed to clip 
any pixels below a set threshold and apply an alpha level 
proportional to the total brightness of the pixel. The quads were 
spaced in the scene evenly according to their height in z. 

5.1.1 Primordial Germ Cells rendering network 
viewer 

A network-based visualization tool has been created, with a web-
based management interface so that users can easily download the 

visualization tool, as well as create and manage cell models. This 
will eventually allow for additional custom analytics tools to be 
run simultaneously with the model creation so that prevalent cell 
data can be highlighted through automated analysis and then 
confirmed visually. The scene created for the networked viewer 
is displayed in Figure 2.

Figure 2. 3D cell model in networked visualization 
application. Cell images are loaded into the lab environment 

and compiled into a 3D model. The user interface (UI) 
located on the board displays all relevant cell information as 
well as the slider interface that is able to transform the 3D 

cell model. The lab scene provides a comfortable 
environment for working with the model as well as provides 

a professional feeling to the application.

5.1.2  3D Pollen Database 
An early rendering is shown in Figure 3, with data from a 
rendering of a Ragweed pollen grain. Input data for rendering was 
1576x1576x60, with 100+ FPS performance on a TensorBook w/ 
GeForce 3080. Other performance measures were 30+ FPS for an 
Oculus Quest Pro connected with link cable, and 20+ FPS for a 
native Quest Pro app with data downgraded to 1024x1024x60. Of 
note was that as we moved from a high-end workstation to a 
native Quest app, images larger than 1024x1024 noticeably 
degraded performance. 

Further images were limited to 1024x1024, and 
communication with the biology team resulted in additional 
student projects focused on production of pollen data. Figure 4 
shows a scan of a Golden Acacia pollen grain. Input data for 
rendering was 1024x1024x90, with 300+ FPS performance on a 
TensorBook w/ GeForce 3080. Other performance measures were 
60+ FPS for an Oculus Quest Pro connected with link cable, and 
40+ FPS for a native Quest Pro app. 

Figure 3. Hyperstack rendering of confocal scan of a 
Ragweed pollen grain.  
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In summary, the study found that confocal microscopy can be 
used to produce detailed images of pollen grain species and 
provide 3D images that can be reconstructed in Unity.  
 

 
Figure 4. Hyperstack rendering of confocal scan  

of a Golden Acacia pollen grain.  
 

5.1.3  Hyperstack rendering clipping shader 
implementation 

A clip plane effect was added to the shaders used in the 
hyperstack viewer, and results can be seen in Figure 5. Clipping 
was implemented by calculating the world space position of each 
vertex �⃗�!" in the shader, and setting shader properties for the base 
(in world space coordinates) 𝑏$⃗!" and normal 𝑛& (relative to the 
base) of the clipping plane, at which point the clip function could 
be applied to '�⃗�!" − 𝑏$⃗!") ∙ 𝑛&. Addition of clipping plane had no 
impact on performance with the GeForce 3080 test, Link Cable, 
or native Quest app. 
 

 
Figure 5. Hyperstack rendering of confocal scan of a Golden 

Acacia pollen grain with clipping plane applied. 
 

5.2 Point Cloud Rendering 
One challenge with developing point cloud rendering approaches 
that work across a wide range of platforms, including Windows, 
Mac, and VR headsets, is the difference in graphics API 
availability for those platforms, with DirectX being windows 
specific, Vulkan working on Windows or Android, OpenGL 
supported by Windows, Android, and Intel-based Macs, and 
Metal supported by Macs. Metal is the only graphics API 
supported for the M series of Macs [1].  
 Figure 6 shows a test of the point cloud rendering process, 
applied to a 10,000,000-point Sierpinski Trapezoid calculated 
using an iterated function system. The cloud rendered on a 
TensorBook with a GeForce 3080 at 100+ FPS. Similar 
performance on other hardware include Quest Pro connected with 
link cable and 10 million points at 30+ FPS. A natively compiled 
Quest Pro app with 1,000,000 points ran at 10+ FPS. 
 

 
Figure 6. Point cloud of a 10-million-point  

Sierpinski Tetrahedron  
 
Geometry shaders have proven to have wide cross platform 
compatibility and good performance on all hardware tested except 
for M series chip-based Macs. Future student projects will 
investigate workarounds for rendering on newer Macs restricted 
to the Metal graphics API. 

5.2.1 HACC simulation visualization 
This project applied virtual reality to the identification of patterns 
and clusters within point cloud data, in particular a set of data 
generated by a Hardware/Hybrid Accelerated Cosmology Code 
(HACC) simulation (Figure 7, Figure 8). 
 

 
Figure 7. Scene view of HACC data in the VR environment 
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In addition to enhancing scientists' comprehension of their 
datasets, this study emphasizes the integration of VR into the 
broader field of large data exploration, which includes features 
like data interaction, manipulation, and in-depth analysis. This 
study employs a custom import script designed for transferring 
particle data generated by a HACC simulation into Unity. The 
files we work with contain a sample of approximately 4 million 
particles (out of up to 2 trillion simulated), from which we load a 
selected subset. The point cloud data is presently rendered as a 
point topology mesh using a custom geometry shader. 
 Through the immersion of users in virtual environments, this 
study significantly amplifies the identification of patterns and 
clusters when compared to conventional methods. In addition, we 
achieved an average PC frame rate of approximately 1012.3 
frames per second (FPS) when visualizing 10,000 particles on an 
Alienware Aurora R15 with a GeForce 3090. When considering 
the entire dataset of approximately 4 million particles, we attained 
an average PC frame rate of approximately 235.9 FPS. Beyond 
static visuals, a custom time lapse technique animates data, 
providing insights into pattern evolution.  

Figure 8. Headset view of HACC data 
in the VR environment 

6 DISCUSSION 
VR driven scientific visualization can provide a source of rich, 
authentic research-based activities for students learning skills in 
computational science. As a real-world example for students, 
scientific visualization using Unity in VR has many features we 
have found beneficial to students. Unity’s C# language is similar 
to Java, which is the primary language used for our students’ 
computer science coursework. 
 In training students to use Unity for visualization projects, 
we have developed an offering of our freshman research course 
sequence focused on Unity programming. Materials used in this 
are a combination of public materials available at 
https://learn.unity.com [18], in particular the ubiquitous “Roll-A-
Ball” lesson, as well as hosted materials written for the course, 
available at https://joinerda.github.io/ [14], in particular the 
“Hello Unity,” “Using GetComponent,” and “Lorenz Butterfly” 
tutorials, which allow for covering of Unity in a computational 
science context. Typically, students then brainstorm ideas on 
projects. Past course offerings have included projects on using 
VR to hand count primordial germ cells, as well as non-
visualization projects such as creating a lab safety simulation. 
When adding in discussions of VR, class projects have focused 
on the concepts of grabbing, rotating, scaling, and activating 
(pressing) objects – activities that are ubiquitous across modern 
VR toolkits. 

 Interested students continue in sophomore, junior, and senior 
years with independent research, working specifically on 
visualization projects. 

7 REPRODUCIBILITY 
For adding virtual reality hardware support to our Unity models, 
we are using the XR Interaction Toolkit (XRI) , which provides a 
player object that can be used with a variety of VR systems. 
Students are instructed to use XRI version 2.3.2 or later, and to 
include the samples when installing, as the samples includes a 
working player controller and locomotion system that they can 
quickly copy and paste from the sample scene into their scene 
rather than configuring from scratch. Students need the ability to 
plug their headset into their laptop in order to install the apps they 
create, so at least one USB port needs to be available, and an 
appropriate cable. Students use the personal edition of Unity 
Game Engine, though depending on the use case there are also 
options to request a Unity license for education through Unity’s 
grant program. Students use the community edition of Microsoft 
Visual Studio C# compiler. 
 For installing to Quest, Unity needs to be configured for 
Android build. Recent versions of Unity do not require extensive 
additional installation of Android toolkits, and installation can be 
managed solely through the Unity Hub. ASTC Texture 
compression is selected in the build settings. 
 Dependencies for XR Interaction Toolkit include the AR 
Foundation, XR Plugin Management, Oculus XR Plugin, and 
OpenXR Plugin (if using Oculus Link through a cable)  packages. 
Version information and package requirements are as follows: 
Unity Version for tests: 2021.3.8f1, AR Foundation 4.2.8, Oculus 
XR Plugin 3.0.2, OpenXR Plugin 1.4.2, XR Interaction Toolkit 
2.3.2, Android Graphics API OpenGLES3.2, Linear color space, 
OpenXR Plugin used for PC, Oculus Plugin used for Android, 
Multi-Pass Rendering for both plugins. 
 Drosophila primordial germ cells were labeled and detected 
using immunofluorescence and was carried using polyclonal anti-
Vasa (Boster Bio, cat #DZ41154)  and secondary Alexa Fluor 568 
(anti-rabbit, ThermoFisher, cat #A10042)  as previously 
described in detail [7].  Confocal microscopy was carried out 
using the Leica STELLARIS 5 white light laser system 
and Leica LIGHTNING following previously established 
protocols [7]. For pollen images, dry pollen samples were 
mounted in ProLong Glass (Life Technologies)  and 
imaged using pollen’s autofluorescent properties that are 
produced when exposed to UV. 
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ABSTRACT
Throughout the cyberinfrastructure community there are a large
range of resources available to train faculty and young scholars
about successful utilization of computational resources for research.
The challenge that the community faces is that training materi-
als abound, but they can be difficult to find, and often have little
information about the quality or relevance of offerings. Building
on existing software technology, we propose to build a way for
the community to better share and find training and education
materials through a federated training repository. In this scenario,
organizations and authors retain physical and legal ownership of
their materials by sharing only catalog information, organizations
can refine local portals to use the best and most appropriate ma-
terials from both local and remote sources, and learners can take
advantage of materials that are reviewed and described more clearly.
In this paper, we introduce the HPC ED pilot project, a federated
training repository that is designed to allow resource providers,
campus portals, schools, and other institutions to both incorporate
training from multiple sources into their own familiar interfaces
and to publish their local training materials.

KEYWORDS
education, training, community engagement, survey

1 INTRODUCTION
We introduce the HPC ED pilot project, a federated training reposi-
tory of vetted and tested training that is designed to allow resource
providers, campus portals, schools, and other institutions to both
incorporate training from multiple sources into their own familiar
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interfaces and to publish their local training materials. As a needs
assessment prior to proposing HPC ED, the project team conducted
a survey in October-November 2022 of providers of HPC training
materials and related resources. The results [6, 18] showed that
most respondents were both interested in, and able to, work toward
community efforts to share and discover materials (see Section 2.)
The HPC ED federated repository has been designed to identify and
vet training resources from this broad set of offerings and to provide
metadata and characterization that support successful discovery
and utilization of training resources, and their incorporation into
portals for research computing groups at universities, HPC centers,
schools, domain-centered institutions and elsewhere. HPC ED also
provides an API so that local centers will be able to include content
identified in the repository and offer it to their local communities
side-by-side with local offerings. In addition, local centers can up-
load training offerings that have been vetted and share with the
broader computational science community.

HPC ED extends and enhances the ability of universities, de-
partments, research computing groups, HPC centers, and domain-
specific collaborations to discover and incorporate relevant and
proven training materials into their own websites, portals, and
science gateways, and to contribute to the federated repository.
Leveraging of the federated training repository allows communi-
ties access to advanced CI-related training materials without the
burden of creating and maintaining large sets of materials, and fa-
cilitate the professional development of individuals served by those
institutions. In addition to providing sets of training materials that
are commonly used for local activities, the federated repository will
facilitate discovery of new materials that add to the overall catalog.

In this paper we describe our efforts to identify the needs of
the HPC training community via our surveys (Section 2) which
provides motivation for the HPC ED project. Section 3 presents an
overview of the architecture of the Federated Training Catalog, our
approach to developing the metadata, and an API for publishing
and discovering the catalog content, and our commitment to main-
taining community driven standards of quality. Section 4 describes
our efforts to date to train our community to utilize the catalog by
hosting workshops and hackathon and working with early adopters,
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who will provide important feedback for the Federated Training 
Catalog system. The paper concludes with a discussion that by our 
plans to help build a community of HPC trainers, we will help to 
ensure the longevity of the materials and metadata used for the 
catalog (Section 5).

2 SURVEY RESULTS OVERVIEW
The survey [6, 18] conducted in 2022 was conducted to learn if 
there was a benefit to improving how HPC training materials are 
shared and discovered. The survey showed that while community 
members are successful at finding materials, there are many barriers 
that make it difficult; the most cited reason was difficulty in finding 
materials at the right depth or level, as shown in Table ??.

Table 1: What Barriers Have You Encountered When 
Searching for Materials?

Barriers encountered Responses
I can’t find materials on the topic I need 35
I can find materials on the topic, but not at
the depth or level I need 72

I find too many materials, and I can’t effec-
tively sort through them all 44

I am aware of specific appropriate materi-
als, but search engines don’t list them in
the top results

26

Other 28
Total 93

In Figure 1, we explore whether respondents are both interested
in making data discovery easier, and able to provide metadata. We
see in the lower right quadrant that very few respondents want to
make finding data easier, but lack the ability. The greatest number
of respondents, in the upper right quadrant, have both the interest
and ability. This shows great potential in the community moving
forward with solutions. Altogether, the results imply that the com-
munity sees the potential for improving discovery of materials and
many have the interest and ability to contribute to a solution.

3 FEDERATED ARCHITECTURE
We are building an architecture designed to enable organized and
collective HPC training material sharing and discovery across the
national and international research and education community. This
community currently relies on two approaches for HPC training
material discovery. First, larger research projects and education-
focused organizations often have local training catalogs and discov-
ery portals where members of their community discover materials
selected for relevance and value to their community. These cata-
logs may contain locally produced training material or manually
selected and entered information about external training resources.
Commercial organizations, such as LinkedIn Learning, also provide
their own catalogs and training discovery environments. Second,
internet search engines like Google and streaming services like
YouTube are often used to discover HPC training materials.

Figure 1: Results of two survey questions: Does your organi-
zationwant tomake it easier for the public to find your train-
ing and education materials? &Would your organization be
willing and able to share your training and education mate-
rials in a public catalog by providing metadata about your
materials in a standard format?

At the core HPC ED is a federated training catalog that (1) lever-
ages and builds on the strengths and flexibility of organization-
specific training catalogs and portals, (2) addresses the many defi-
ciencies of search engines and streaming media services, (3) enables
every individual looking for HPC education material, whether they
are in an organization providing local training material or not,
to discover training material across all federated training catalog
participants,

HPC ED provides an API where resources can be published to
the catalog and queries can be made to identify and retrieve content
via the metadata system. Organizations that produce training mate-
rials and events will be able to publish into the Federated Catalog
and reach a greater audience (for example MathWorks leveraging
the catalog to publish documentation and events). Conversely, or-
ganizations that are curating appropriate materials for their local
community can browse the catalog and add resources to their local
portal. Organizations can both share their material and discover
new materials to be added to local portals.

An overview of the federation process is presented in Figure
2. In this workflow, Training Developers/Curators use the API to
submit a request to publish their materials and events into the
Federated Catalog. Once approved, the information is entered into
the catalog and made available to the public on the catalog site via
the API query interface. This catalog of resources has the potential
to encompass thousands of training resources and events that will
be made available through an API that allows sites to add resources
to their local portals and share resources with the catalog.

Using the HPC ED API, organizations seeking training are able
to browse the catalog for materials and add them to their local
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portals and information systems. In this way, they can present com-
plete training material sets without the difficulty of creating and
maintaining them consistently over time. By leveraging a federated
model, the training community can highlight the best possible train-
ing resources and emphasize competencies developed individually.

The base technology for the repository has been tested
and is complete, and is currently running behind the
https://software.xsede.org and the https://research.illinois.edu
sites, both of which provide information about HPC software and
research resources respectively. The former includes training mate-
rials on a much broader basis (including LinkedinLearning.com
resources). HPC ED provides additional quality assurance of
resources and integration into HPC learning roadmaps. The project
team will establish a similar repository for training materials that
collects information about the materials: location information, title,
and metadata about content and topics. A feature of this system is
that training materials remain in their original location and are
discovered via the repository itself or from within an HPC Center
website that uses the HPC ED repository via an API.

3.1 Metadata, Taxonomy and Ontologies
Working with existing community efforts to build a set of standard-
ized minimal HPC training metadata is critical for publishing and
discovering training information effectively. The Research Com-
puting and Data community is active in this area, but the current
lack of consistent metadata for HPC training is a major barrier
to effective discovery. A standard taxonomy of HPC/CI training
concepts, developed by an HPC training community, would make
materials more easily searchable and discoverable, more readily
adoptable and it will support the FAIR principles (Findable, Ac-
cessible, Interoperable, and Reusable) [11] for sharing of training
materials. The HPC ED federated catalog builds on a foundation of
standardized minimal HPC training metadata for publishing and
discovering training information and will merge and standardize
the HPC learning metadata from among our partnering organi-
zations into a common metadata schema. [22] [15] [19] [20] [21]
[9]

We propose that our effort begin with two types of metadata for
elements in the federated repository: first, metadata that describes
the training material, its access methods, and educational char-
acteristics, including Title, Description, Authors, Publisher, Type,
Language, Cost, Format, License, Target Group, Expertise Level,
Certification details, and very importantly, Persistent Identifiers,
Tags, or Keywords; and second, metadata that identifies the pub-
lisher and source of the training material so that when an individual
selects a specific training item, they can be directed to the source
catalog that published that material to browse all available infor-
mation and to access that training material. Additionally, we will
start with the Research Data Alliance (RDA) “Recommendations
for a minimal metadata set to aid harmonized discovery of learning
resources” that addresses many of the use cases and needs around
basic training sharing and discovery and supports FAIR practices"
[12]. Note that once the community can agree on this metadata, we
can begin exploring or connecting to other HPC based taxonomies
or ontologies efforts.

A key outcome of this project is the formation of and participa-
tion in an HPC/CI training materials ontology community (e.g., an
NSF ACCESS Affinity Group [2] [4]). This is described in Section
5 We are in the process of forming a Metadata Team of collabo-
rators who will iteratively review community schema standards
and identify discovery terms that need to be added to the schema,
and post periodic schema upgrades for public use. This activity will
be most likely organized through the ACCESS MATCH Affinity
program.[4] The "HPC Ontologies and Metadata" Affinity group
was created in Sept, 2023.[3]

Defining, categorizing, and standardizing the metadata is a sig-
nificant effort. There are currently several efforts in the HPC/CI
area that are building ontologies that describe the HPC ecosystem,
but there is no single/primary metadata set, taxonomy, or ontology
[7] [8] [14] [17] [23] [16] [24]. This is because of the complexities of
the hardware, software, other components, organizations, local ad-
min policies, etc. Where possible, we will identify and use existing,
common metadata sets, taxonomies, and ontologies. Where needed,
we will identify and add new terms to these existing ontologies and
work with existing communities to update them or to develop the
HPC/CI training materials ontology.

3.2 Sharing/Publishing Materials
To enable individuals, organizations, and projects with local train-
ing material to share and publish, HPC ED provides a secure pub-
lishing RESTful API. Using this API, any authorized organization
will be able to automatically publish standard metadata from their
local training materials catalog to the Federated Catalog. Affiliated
organizations will implement automated publishing once, and re-
run/synchronize frequently to refresh published information about
their local training materials. Published training metadata will be
stored in the Federated Catalog where it is aggregated with training
metadata from other organizations. We will track who published
each training element, perform basic quality checks, and inform
the publishers of metadata quality issues.

We foresee challenges to the long-term maintenance of the
project, such as how to handle material that is no longer being
updated or is no longer accessible. We plan to address these chal-
lenges using quality assurance (see Section 3.4), and also by tracking
when metadata was published and most recently refreshed. Work-
ing with an advisory board and the HPC community, the HPC ED
project team will conduct periodic quality reviews of content to
assess for relevance and correctness of materials. Publishers will
be required to automatically refresh their metadata, and if they fail
to do so within a configurable and reasonable interval, their meta-
data will be expired in the Federated Catalog. To support projects,
organizations, and researchers that have training materials but do
not have local training catalogs, we plan to coordinate with the AC-
CESS Support (e.g. MATCH) project [5] which already offers a way
to publish training materials into the ACCESS reference material
catalog.

3.3 Discovery of Materials
To enable organizations, projects, and individuals to discover pub-
lished training material we will implement a federated training
discovery/search RESTful API. This API will provide advanced
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Figure 2: Training Developers/Curators use the API to publish their materials and events into the Federated Catalog. Organi-
zations seeking training use the API to browse the catalog for materials and add them to their local portals.

search capabilities. For example, it will enable individuals to per-
form precise searches on specific metadata values, find materials
from a particular organization, author, or targeted skill level, as
well as perform more advanced key terms-based searches that rely
on our related HPC training material ontology and taxonomy work.
Advanced searching will ensure that the most relevant results are
returned for search terms and enable relevance rankings based on
known relationships between terms.

Projects and organizations with their own catalogs and training
discovery portals or websites will be able to present their users
with training materials published and shared by other organizations
through the Federated Catalog. They will be able to do this by
building into their websites the ability to query the catalog using
our APIs and present their users with federated training search
results.

To support projects, organizations, and researchers that do not
have local training portals we hope to partner with the ACCESS
Support (MATCH) project to implement a way for those individuals
to discover training through a MATCH community-wide portal.

3.4 Quality Assurance
For the HPC training community, building a repository is not
enough; we must also assure the accuracy of metadata of items
shared through the federation. This includes verifying the status
and nature of materials, validating their accuracy, and accrediting
that metadata associated with the materials is appropriate [13].
Some of these processes can be fully automated, others assisted
by artificial intelligence techniques, and some are simply human

labor. QA will include processes that use automation where appro-
priate and build on the crowd-sourced nature of input from users
of the repository and at workshops and hackathons through rating
information from the community on the material in the catalog
including a 5-star rating system, and monitoring the existence and
uptime of links.

An additional component of the review process will center on
material metadata. While review metadata that is collected will
at the simplest level implement a star rating and user comments,
additional feedback collected will focus on whether the metadata
being displayed accurately reflects the catalog item. This can include
descriptive information, such as author, title, and source, as well as
audience level and content description. By sharing back this review
information with catalog maintainers, we will provide a value add
for adopters of the federation. Catalog maintainers will be able to
opt-in to the review system.

4 PROJECT TRAINING
4.1 Workshops and Hackathons
The 2022-2026 National Science Foundation Strategic Plan [10]
notes that development of human capital must begin with train-
ing that embeds generations of technical expertise followed by
cultural/ community capital. For the HPC ED project, that means
leveraging workshops in a phased manner to engage with MSIs,
non-research, and academic research institutions, industry ven-
dors, and research organizations to ingest training resource data
needed to fill and maintain the catalog. Additionally, hackathons
(time-scoped deliverable-driven events), and later Birds of a Feather
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(BoF) sessions at targeted community conferences (see Section 5
will engage the collective human capital to maintain, evaluate, and
identify community technical training needs. To clarify, the use
of the workshops, hackathons, and BoFs for the purpose of col-
lecting, maintaining, and building both the resources connections
and fostering community engagement with the Federated Catalog
each will have targeted outcomes within the three training deliv-
ery phases. These workshops, hackathons, and BoFs will be held
virtually and, when applicable, in person.

4.2 Early Adopters
Early adopters will be encouraged to participate at all levels of
development of the Federated Training Repository system, and
will provide valuable feedback for needed changes. This group
will serve as alpha clients and will define and/or redefine method-
ologies, processes, and initial user interface templates based on
their required experiences. The reason this will be targeted for
a workshop is to allow the development team rapid turnaround
from critical path concerns identified by the user group. A diverse
set of early adopters is essential to ensure broader engagement,
current knowledge resources, and post- proposal funding resource
opportunities respectively ensuring the culture of the project is in-
clusive. The project team has received letters of commitment from
a number of sites willing to be eager adopters and help contribute
to the holdings of the repository. These projects include enhancing
coursework at MSI institutions, training Cyberinfrastructure Pro-
fessional (CIP), hosting training catalogs at our local institutions,
and collaborations with various ACCESS projects.

5 BUILDING AND SUSTAINING COMMUNITY
A community-wide project can only thrive when it has input, feed-
back, and use by the community. We have organized avenues for
community engagement and communication on the project activ-
ities, which include our training program described above, and
holding meetings with key stakeholders. A working group has been
formed within the ACM SIGHPC Education Chapter to discuss
metadata standards for sharing materials across all interested orga-
nizations. A BoF was held at PEARC23 to gather community input
of what is needed to make existing training materials to be more
findable, accessible, interoperable and reusable (FAIR)[21] for the
whole community to benefit from them. Two key outcomes resulted
from this meeting: (1) the participants wanted to meet as often as
possible, synchronizing with other meetings; and (2) an affinity
group within ACCESS [3] was recently created as a result of the
discussions at this BoF. Future events include meeting at SC23, and
the Science Gateways 2023 Annual Conference, and other meet-
ings. For more information, visit the HPC ED website, located at:
https://github.com/HPC-ED/HPC-ED.io.

We have a number of partners who confirmed their interest and
intention in integrating their training resources as early adopters,
who are committed to helping us to grow the repository and to
collect feedback on the product and procedures. We share regu-
lar updates through the HPC ED Google Group mailing list and
newsletter to allow those who want to know about activities can
be kept updated. To join the mailing list, send an email to hpc-
ed@googlegroups.com.
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ABSTRACT
The “Understanding the Skills and Pathways Behind Research Soft-
ware Training” BoF session run at ISC’23 provided an opportunity
to bring together a group of attendees interested in approaches
to enhance skills within the Research Software Engineering com-
munity. This included looking at options for understanding and
developing pathways that practitioners can follow to develop their
skills and competencies in a structured manner from beginner to
advanced level. Questions discussed included: How can we high-
light the existence of different training opportunities and ensure
awareness and uptake? What materials already exist and what’s
missing? How do we navigate this largely undefined landscape? In
short: how does one train to become an RSE?

One of the interactive parts of this session was based around
a live, anonymous survey. Participants were asked a number of
questions ranging from their role in the training community to
how easy they feel it is to find/access training content targeting
different skill levels. They were also asked about challenges faced in
accessing relevant content, combining it into a coherent pathway,
and linking training content from different sources. Other ques-
tions focused on discoverability of material and skills that are most
commonly overlooked. The number of respondents and responses
varied between questions, with 24 to 50 participants engaging and
providing 32 to 59 replies.

The goal of this lightning talk is to present findings, within the
context of the community wide effort to make the training materials
more FAIR - findable, accessible, interoperable and reusable.

KEYWORDS
Research Software Engineering, Training, Community, FAIR, Sur-
vey Results

1 INTRODUCTION
At ISC High Performance 2023, representatives from UNIVERSE-
HPC [5], The Carpentries [1], CodeRefinery [2] and the HPC Certi-
fication Forum [4] organised a BoF session to discuss the skills and
learning pathways behind Research Software Training. The goal
was to trace current research software learning pathways and to
understand the community perspective on difficulties with finding

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full
citation on the first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee. Copyright ©JOCSE,
a supported publication of the Shodor Education Foundation Inc.

© 2024 Journal of Computational Science Education
https://doi.org/10.22369/issn.2153-4136/15/1/9

appropriate training content and creating routes for gaining special-
ist RSE skills. Beside a series of short presentations and discussions,
the session also included an interactive, live and anonymous survey
run through Mentimeter. Here we focus on the survey results.

2 METHODOLOGY
The session was attended by approximately 70 people with up to 50
session participants responding interactively to the questions in the
room (the questions could only be answered when displayed on the
screen during the workshop). There was no pre-registration for the
session so we have no details of the profile of audience members or
which of the participants in the room chose to respond to which
questions. The session attendees were asked 9 questions, and the
number of respondents and responses varied between questions,
with 24 to 50 participants engaging and providing 32 to 59 replies.
Questions were of two types, those requiring only a numeric score
and those with the option for open-ended text responses.

3 RESULTS
The first question asked the audience to define their role(s) in the
context of training, selecting as many options as appropriate. 47
attendees answered, selecting 94 options, with 16 using training
materials as a learning resource, 28 being a trainer, 8 training others,
27 developing training, and 15 attending the session out of general
interest. Therefore, more than half the attendees were actively in-
volved in training development and/or delivery. The next two ques-
tions (see Fig. 1) asked attendees about the ease of finding/accessing
training materials online and within their organisations.

The responses – scored between 1 (easy) and 5 (difficult) – show
that many people feel finding beginner level resources within their
own institutions is harder than finding equivalent resources online
(difficulty level 2.4 vs. 1.5). The difference in the average scores
for the difficulty of finding intermediate level training resources
is smaller, with a difficulty of 2.9 within their organisation and 2.6
online. Finally, the average scores for the advanced level training
are the same at 3.6. Overall, the attendees feel it’s relatively easy to
find or access beginner-level training online (1.5), while it is much
harder to find or access similar content within their institutions -
the score of 2.4 seems high. Intermediate training material is harder
to find and access overall. There is no difference in the perception of
how accessible advanced level training is - it’s on average relatively
hard to find both online and within the attendees’ organisations.

The next question asked the attendees to score how difficult
it is (1 - easy, 5 - difficult), in their opinion, to combine existing
training materials into coherent pathways. The average score of
3.7 from the 49 respondents confirms that it is relatively hard to
combine material from different sources. Another two questions (7
& 8) were focused on challenges associated with finding relevant
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Figure 1: Audience’s perception of how easy (1) or difficult (5) it is to find training content at beginner, intermediate and
advanced levels within their organisations (left) and online (right). (Slides: Mentimeter.com)

training content and linking it into coherent pathways. 30 respon-
dents provided 38 answers which can be divided into two main
categories: accessibility, and appropriateness or relevance of avail-
able training materials. The accessibility challenges can be further
divided – categories include: too many information sources, the fi-
nancial cost of accessing content, access to hardware resources and
outdated content. Examples from the relevance category include:
trivial, too specific or irrelevant examples and difficulties with find-
ing content at the right level and assessing its appropriateness.
The main issues with linking content into pathways are centred
around accessibility, incompatibility and teaching challenges. Ac-
cessibility issues include: broken links, disappearing pages, poor
documentation, licensing and materials being either too specific or
lacking useful examples. Some of the incompatibilities highlighted
were: no consistent notation or terminology, competing standards
(e.g. programming languages, research practices), incompatible or
different packages/versioning. The teaching issues are related to
overheads of producing good quality material not being recognised,
time and expertise needed to verify online content, knowledge gaps
and content overlaps.

Attendees were also asked about the most frequently overlooked
research software skills, with 38 respondents providing 59 answers
roughly fitting into categories that include: documentation, project
management, communication skills, software engineering skills /
best practices (e.g. testing, CI/CD, profiling, debugging), reusability
and reproducibility, and personal skills like workload planning,
critical thinking and independence. 30 respondents provided 40
answers on the question of how to make training content easier to
discover. The main prevailing answer was providing a single point
of access, in the form of curated repositories, a training portal or a
centralised list, with coherent and consistent tagging. Other ideas
included collaborations, organised user forums, raising awareness,
dissemination in cooperation with educational institutions and
advertising via social media. Additionally, the community should
not only create incentives for improving skills, but ensure people
can dedicate more time to learning/training.

Finally, attendees were asked about the skill(s) they would like
to learn next. There were 35 answers from 20 respondents, mostly

fitting into 6 categories: languages/models, GPU skills, parallel com-
puting, ML/AI, quantum computing and algorithms, and general
software skills.

All responses collected during this live survey are available as a
digital artifact on Zenodo [3]. The authors hope the collected data
will be useful to the whole community.

4 CONCLUSIONS
Overall, there are less training materials covering intermediate and
advanced topics and beginner level material, despite its abundance,
is not always easy to use and re-use. Linking materials from dif-
ferent sources to create a coherent learning pathway tends to be
very difficult. The breadth of skills required by our community is
constantly growing, making it impossible for every institution to
provide the relevant training. Ensuring that training materials are
created in a way that makes them easy to share and re-purpose
should take priority over constantly developing new content that
may well already exist elsewhere. The responses discussed here pro-
vide additional evidence and enforce the need for community-wide
effort to make training materials more FAIR - findable, accessi-
ble, interoperable and reusable. This material and its associated
presentation represent another step in that direction.

ACKNOWLEDGMENTS
The authors thankAnja Gerbes,Maciej Cytowski andMatias Jääskeläi-
nen for presenting at the "Understanding the Skills and Pathways
Behind Research Software Training" BoF, and the audience mem-
bers for their participation in the session. WF and JC acknowledge
support via the UNIVERSE-HPC project (EPSRC grant EP/W035731/1).

REFERENCES
[1] The Carpentries. 2023. https://carpentries.org/
[2] CodeRefinery. 2023. https://coderefinery.org/
[3] Weronika Filinger and Jeremy Cohen. 2023. Challenges in Research Software

Training - survey results. https://doi.org/10.5281/zenodo.8321376
[4] HPC Certification Forum. 2023. https://www.hpc-certification.org/
[5] UNIVERSE-HPC. 2023. Understanding and Nurturing an Integrated Vision for

Education in RSE and HPC. https://www.universe-hpc.ac.uk/

Volume 15 Issue 1 Journal of Computational Science Education

48 March 2024

https://carpentries.org/
https://coderefinery.org/
https://doi.org/10.5281/zenodo.8321376
https://www.hpc-certification.org/
https://www.universe-hpc.ac.uk/


Intro to HPC Bootcamp: Engaging New 
Communities Through Energy Justice Projects

Mary Ann Leung
Sustainable Horizons Institute

mleung@shinstitute.org

Katharine Cahill
Ohio Supercomputer Center

kcahill@osc.edu

Rebecca Hartman-Baker
Lawrence Berkeley National Lab

rjhartmanbaker@lbl.gov

Paige Kinsley
Argonne National Lab
pkinsley@anl.gov

Lois Curfman McInnes
Argonne National Lab
mcinnes@anl.gov

Suzanne Parete-Koon
Oak Ridge National Lab
paretekoonst@ornl.gov

Sreeranjani "Jini" Ramprakash
Argonne National Lab
ramprakash@anl.gov

Subil Abraham
Oak Ridge National Lab
abrahams@ornl.gov

Lacy Beach Barrier
Sustainable Horizons Institute

lbeach@shinstitute.org

Gladys Chen
Oral Roberts University

gladyschenyx@gmail.com

Lizanne DeStefano
Georgia Institute of Technology

ldestefano6@gatech.edu

Scott Feister
California State University Channel

Islands
scott.feister@csuci.edu

Sam Foreman
Argonne National Lab
foremans@anl.gov

Daniel Fulton
Lawrence Berkeley National Lab

DFulton@lbl.gov

Lipi Gupta
Lawrence Berkeley National Lab

lipigupta@lbl.gov

Yun (Helen) He
Lawrence Berkeley National Lab

yhe@lbl.gov

Anjuli Jain Figueroa
DOE Office of Economic Impact and

Diversity
anjuli.jainfigueroa@hq.doe.gov

Murat Keceli
Argonne National Lab

kecelim@anl.gov

Talia Capozzoli Kessler
Georgia Institute of Technology

talia.capozzoli@ceismc.gatech.edu

Kellen Leland
Oak Ridge National Lab

lelandkr@ornl.gov

Charles Lively
Lawrence Berkeley National Lab

CharlesLively@lbl.gov

Keisha Moore
Sustainable Horizons Institute

kmoore@shinstitute.org

Wilbur Ouma
Ohio Supercomputer Center

wouma@osc.edu

Michael Sandoval
Oak Ridge National Lab
sandovalma@ornl.gov

Rollin Thomas
Lawrence Berkeley National Lab

rcthomas@lbl.gov

Alvaro Vazquez-Mayagoitia
Argonne National Lab
vama@alcf.anl.gov

ABSTRACT
The U.S. Department of Energy (DOE) is a long-standing leader in
research and development of high-performance computing (HPC)
in the pursuit of science. However, we face daunting challenges
in fostering a robust and diverse HPC workforce. Basic HPC is
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not typically taught at early stages of students’ academic careers,
and the capacity and knowledge of HPC at many institutions are
limited. Even so, such topics are prerequisites for advanced training
programs, internships, graduate school, and ultimately for careers
in HPC. To help address this challenge, as part of the DOE Exas-
cale Computing Project’s Broadening Participation Initiative, we
recently launched the Introduction to HPC Training and Workforce
Pipeline Program to provide accessible introductory material on
HPC, scalable AI, and analytics.

We describe the Intro to HPC Bootcamp, an immersive program
designed to engage students from underrepresented groups as they
learn foundational HPC skills. The program takes a novel approach
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to HPC training by turning the traditional curriculum upside down. 
Instead of focusing on technology and its applications, the boot-
camp focuses on energy justice to motivate the training of HPC 
skills through project-based pedagogy and real-life science stories. 
Additionally, the bootcamp prepares students for internships and 
future careers at DOE labs. The first bootcamp, hosted by the ad-
vanced computing facilities at Argonne, Lawrence Berkeley, and 
Oak Ridge National Labs and organized by Sustainable Horizons 
Institute, took place in August 2023.

KEYWORDS
high-performance computing, training, bootcamp, energy justice, 
diversity, workforce development

1 WHY AN INTRO TO HPC BOOTCAMP?
The U.S. Department of Energy (DOE) employs a mission-driven 
team science approach to basic and applied research, and the DOE 
national laboratories are renowned leaders in research and de-
velopment (R&D) in high-performance computing (HPC). DOE’s 
investments have pushed the growth of computational and data-
enabled science and engineering as essential drivers of scientific 
and technological progress, in conjunction with theory and exper-
iment. And yet, the DOE national laboratories remain somewhat 
of a hidden gem; they are not well-known among the emerging 
talent pool. This limited visibility, coupled with urgent workforce 
development and training challenges, call for interventions aimed 
at raising awareness and engaging a broader set of people in the 
mission-driven team science of DOE laboratories.

1.1 DOE HPC Workforce Challenges
The DOE labs face critical HPC workforce challenges, similar to 
those in science and engineering generally [28], but exacerbated 
due to the inter- and multidisciplinary nature of the work and the 
reliance on an understanding of advanced and high-performance 
computing [12]. As stated by the DOE Advanced Scientific Comput-
ing Advisory Committee (ASCAC) Workforce Subcommittee [5],

“All large DOE national laboratories faceworkforce re-
cruitment and retention challenges in the fields within
Computing Sciences that are relevant to their mission.
... Future projections indicate an increasing workforce
gap and a continued underrepresentation of minori-
ties and females in the workforce unless there is an
intervention.”

Addressing these workforce challenges requires broad commu-
nity collaboration to change computational science’s culture and
profile to match the changing demographics of the future workforce.
Impactful DOE-wide programs, lab-specific regional initiatives, and
activities in the wider computing community are making headway.
Additional work is underway within the Broadening Participation
Initiative [2, 11, 30] launched by the DOE Exascale Computing
Project (ECP) [9, 26], which includes three complementary thrusts:
(1) Establishing an HPC Workforce Development and Retention (HPC-
WDR) Action Group, to foster a supportive and inclusive culture
in DOE labs and communities; (2) expanding the Sustainable Re-
search Pathways (SRP) [27] internship and workforce development
program as a multi-lab cohort of students from underrepresented

groups (and faculty working with them), who collaborate with DOE 
lab staff on world-class HPC projects; and (3) building an Introduc-
tion to HPC Training and Workforce Pipeline Program to provide 
accessible introductory material on HPC, scalable AI, and analytics 
to a broader audience. The Intro to HPC Bootcamp is one facet of 
the third thrust.

1.2 HPC Training Challenges
The idea of engaging a broader group of people earlier in their 
academic careers compelled us to rethink the existing DOE HPC 
training curricula. Broadening participation in this context trans-
lates to several dimensions of diversity: demographic, academic 
discipline, generational, and others. The challenge is in reaching 
new communities who have little exposure to HPC and may not 
know why or how HPC can address issues they care about. The 
future workforce will be comprised of Millennials, Gen Z, women, 
people of color, and others, who strongly value having a positive 
social impact on their communities. Further complicating the train-
ing challenge, the basics of HPC are not typically taught at the early 
stages of students’ careers, and the capacity and knowledge of HPC 
at many institutions are limited [13, 15, 32]. Even so, such topics 
are prerequisites for advanced opportunities such as internships, 
the Argonne Training Program for Extreme-Scale Computing [1], 
the DOE Computational Science Graduate Fellowship Program [8], 
and ultimately for careers in HPC.

1.3 Raising Awareness and Engaging a Broader
Set of People in Mission-driven Team 
Science

Thus, introductory HPC training must employ a fundamentally dif-
ferent approach that addresses the values and needs of this broader
audience. The Intro to HPC Bootcamp’s novel approach engages
students in energy justice projects, where they learn HPC funda-
mentals using culturally relevant pedagogy, while gaining exposure
to exciting career opportunities in computing sciences at DOE na-
tional labs.

We envision the Intro to HPC Bootcamp as an accessible on-ramp
for students early in their academic careers, who will subsequently
be prepared to complete internships and other HPC training offer-
ings at the DOE labs and continue to graduate school for eventual
careers in the computing sciences. As illustrated in Figure 1, the
following sections describe our goals and approach, diversifying
team science, bootcamp innovations, and related topics.

2 GOALS AND APPROACH
The first Intro to HPC Bootcamp [19], hosted by the advanced
computing facilities at Argonne, Lawrence Berkeley, and Oak Ridge
National Labs and organized by Sustainable Horizons Institute, was
held August 7–11, 2023 at Lawrence Berkeley National Lab. Sixty
students [20] worked in groups supported by fourteen trainers [22]
and ten peer mentors [21] on seven energy justice projects [23]
that explored issues related to the social impact of climate risk and
resilience, solar power, sustainable cities, and energy usage. The
bootcamp goals focused on engaging new communities in HPC in
order to:
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Figure 1: Overview of the Intro to HPC Bootcamp.

• Raise general awareness of the value, benefits, and rewards of
work in HPC, especially at DOE labs;

• Engage more people from historically underrepresented groups,
including those with no (or limited) HPC exposure;

• Include a broader set of disciplines in the HPC community; and
• Increase the available talent to work in HPC and computing
sciences, where we have urgent needs for skilled researchers,
research software engineers, systems administrators, and more.

Thus, as shown in Figure 1, the bootcamp can be considered as an 
accessible on-ramp to HPC training, internships, and ultimately 
careers in the computing sciences at DOE national labs.

2.1 Engaging New Communities
Changing the HPC workforce culture and profile to match the evolv-
ing demographics of the emerging workforce requires intentional 
approaches to engaging new communities and addressing the cur-
rent state of very low numbers of people from underrepresented 
groups. In addition, many people in the developing workforce are 
driven by a desire to have a positive social impact on their com-
munities [7]. The combination of these factors suggests employing 
culturally relevant pedagogy, including: creating a safe learning 
space, fostering a sense of belonging, challenging and engaging 
learners in problem solving, providing checkpoints and proctors, 
and enabling students to see where they are going throughout the 
learning process. This approach requires trainers to be intentional 
about building trust with learners—sharing their experiences and 
providing examples of breakthrough science accomplishments and 
projects that are led or contributed to by researchers with diverse 
backgrounds and demographics.

We therefore designed the Intro to HPC Bootcamp to provide a 
culturally relevant curriculum through social impact projects that 
are driven by DOE’s mission and help to build foundational skills 
in HPC, scalable AI, and analytics. Accomplishing this required 
turning the traditional HPC curriculum upside down. Instead of 
teaching technology and its applications, the bootcamp uses project-
based learning to engage students to answer social impact questions 
through energy justice projects while gaining hands-on experience 
using state-of-the-art computational and data science tools and 
techniques.

As shown in Figure 2, the five-day bootcamp framework begins 
by building community and establishing a friendly learning environ-
ment, motivating learners through challenging problems in science

and society, and then introducing foundations of computation, HPC,
and mathematics, while exposing students to the exciting R&D in
high-performance computing at DOE labs. Capstone projects are
introduced on the first day, and learners work throughout the week
in small groups toward a final presentation at the conclusion of the
bootcamp. The bootcamp agenda and plenary lectures are avail-
able via the bootcamp website [19]. This approach is motivated
by the programs Advanced Computing for Social Change [14] and
Computing4Change [6].

Figure 2: Framework for engaging new communities in high-
performance computing: Solving problems with mission-
driven social impact.

2.2 Mission-driven Social Impact
Research and development throughout DOE national laborato-
ries are driven by the mission of ensuring America’s security and 
prosperity by addressing its energy, environmental, and nuclear 
challenges through transformative science and technology solu-
tions [39]. The topic of energy justice is an umbrella for a wide range 
of work with compelling social impact. The topics of projects in the 
Intro to HPC bootcamp were inspired by the Justice40 Initiative [25], 
whose implementation at DOE is led by the DOE Office of Economic 
Impact and Diversity [10]. By applying the tenets of justice (proce-
dural, distributional, recognition, and restorative justice), energy 
justice [24] can promote policies that center community needs like 
reducing energy burden, avoiding disproportionate environmen-
tal impacts, ensuring equitable distribution of benefits of energy 
generation, creating opportunity for reliable access to clean energy, 
and encouraging democratic participation and enterprise creation 
in the energy system. DOE’s Justice40 framework outlines eight 
such policy priorities that can better address the energy systems 
needs of overburdened communities.

Energy justice recognizes that the benefits of energy technologies 
have not been equally distributed across all Americans, often leav-
ing out Black, Brown, Indigenous, and low-income communities. 
Underlying structural inequalities have resulted in development 
projects with higher rates of pollution, lower adoption of renew-
ables, negative health impacts, and a higher energy burden in these 
communities. Energy justice is a complex issue with economic, 
racial, geographic, and social implications covering issues from 
energy affordability and access to infrastructure development. As 
we embark on an energy transition demanded by climate change 
concerns and fairness, we need to incorporate energy justice in 
the earliest stages of R&D and workforce development to enable a 
more just technology development and deployment.
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2.3 Project-based Learning
Project-based learning in computational science [34] engages stu-
dents through an active educational approach focused on real-world 
problems. It involves collaborative project work where students 
utilize computational tools to address complex challenges, foster-
ing a deeper understanding of both subject matter and practical 
applications. This method introduces authentic issues mirroring 
research, industry, and societal contexts, motivating students by 
demonstrating the tangible impact of their skills. Project-based 
learning emphasizes critical thinking, problem-solving, and active 
participation—empowering students to drive their own investiga-
tions, make decisions, and take ownership of projects, thereby 
fostering a sense of agency and responsibility. Collaborative team-
work is highlighted, mirroring the collaborative nature of scientific 
research. Students gain proficiency in using computational tools 
through hands-on projects, with the iterative process fostering skills 
in inquiry, reflection, and resilience. Instructors and mentors offer 
personalized guidance, enhancing the learning experience, while 
presentations and communication of project outcomes refine stu-
dents’ ability to convey technical concepts. Overall, project-based 
learning in computational science equips students with practical 
skills, nurturing curiosity, critical thinking, and readiness to con-
tribute to scientific and technological advancements.

3 DIVERSIFYING TEAM SCIENCE
Numerous studies have shown that diverse organizations, teams, 
and communities perform more creatively and effectively—and 
thus are demonstrably more innovative and productive [18, 33]. In 
the case of the Intro to HPC Bootcamp, diversity of team science 
took on a variety of forms. We employed a diverse set of trainers, 
organizers, peer mentors, and students on several dimensions of 
diversity, as described below.

Collaboration on the Intro to HPC Bootcamp is a partnership 
among experts in advanced computing, computational science, en-
ergy justice, workforce development, education, training, social 
science, and program evaluation. With collaborators from multiple 
DOE national laboratories, Sustainable Horizons Institute, the DOE 
Office of Economic Impact and Diversity, and academic partners, 
the team’s breadth of experience has been essential for devising this 
first-of-a-kind program to introduce HPC at DOE labs in the con-
text of mission-centered energy justice projects, with emphasis on 
engaging early-career students from underrepresented groups. The 
diversity of the bootcamp trainers, project leaders, and organizers 
is another facet of the diversity of this effort.

3.1 Training the Trainers
A pivotal step in developing the bootcamp program was hosting a 
"Train the Trainers" workshop in spring 2023, which served as a 
platform for promoting effective team collaboration. Through two 
days of in-person interactions, the workshop fostered strong inter-
relationships among the bootcamp leadership team and introduced 
the bootcamp concept to project leaders and trainers.

Workshop participants discussed the foundational principles of 
energy justice and inclusivity, enriched by a panel of organizers 
and mentors with extensive experience in social justice-focused 
computational science workshops. A key focus of the workshop

was training the trainers in the art of modifying existing HPC 
training materials to suit the unique requirements of the bootcamp 
pedagogy, while also imparting effective coaching techniques to 
ensure students’ successful engagement with the bootcamp’s social 
challenge projects. The forum provided an opportunity for the team 
to deliberate on anticipated outcomes of the bootcamp, delineating 
the essential takeaways for students, along with post-bootcamp 
opportunities for their continued growth. Notably, the workshop 
stimulated the generation of innovative HPC project ideas aligned 
with the theme of energy justice, laying the foundation for a series of 
compelling energy justice projects to be explored in the bootcamp.

3.2 Scaffolding with Peer Mentors
Inspired by the approach used in the Advanced Computing for So-
cial Change workshops, we engaged peer mentors [21] to provide 
support to students during the bootcamp. Peer mentors addressed 
technical questions, while also providing guidance on collaboration, 
presentations, and workshop expectations. Their contributions to 
the bootcamp were considerable, from providing a manual for men-
tors to use as a guide, to being a conduit of information between 
the students and the organizers. For example, peer mentors helped 
to foster a supportive and responsive environment by conveying 
to the project leaders and trainers questions that arose in conversa-
tions with students. The peer mentors facilitated discussions and 
tutorial sessions, while working closely with trainers and project 
groups. Most peer mentors were invited to apply to be a mentor, 
having had previous mentoring experiences; others were invited 
from the student applicants.

3.3 Engaging Diverse Students
Recruiting a diverse set of bootcamp participants early in their 
academic careers was central to the Intro to HPC Bootcamp success. 
Following is a description of the student profiles and background 
as well as our methods for recruiting and engaging them.

Demographics. The bootcamp partcipants were comprised of a 
highly diverse group of students on several dimensions. As shown 
in Figure 3, almost sixty percent of the sixty bootcamp participants 
were female, nearly a third were Hispanic/Latinx, thirteen percent 
had a disability, and nearly half were first-generation scholars (the 
first in their family to attend college). The racial distribution of stu-
dents, also shown in Figure 3, illustrates an unusual representation 
for HPC—with Black or African Americans at twenty-eight percent 
(the largest racial group), followed by twenty percent Asian, twenty 
percent multiple race, and eighteen percent Caucasian.

As shown in Figure 4, the student academic profile included 
nearly eighty percent undergraduates, fourteen percent masters stu-
dents, five percent students from community colleges, and just three 
percent doctoral students. Institution types ranged from eight His-
torically Black Colleges and Universities (HBCU), twenty Hispanic 
Serving Institutions (HSI), ten Asian American Native American 
Pacific Islander Serving Institutions (AANAPISI), three community 
colleges, thirteen liberal arts colleges, twenty-nine public/state uni-
versities, and thirteen high research institutions. Note that some 
institutions are counted in multiple types. In terms of academic 
focus, while approximately forty percent of students are studying
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Figure 3: Demographics of bootcamp participants.

computer science, Figure 5 shows a wide distribution of domains
in science, engineering, and mathematics.

Student recruitment. We achieved this demographic profile by
broadly recruiting students from underrepresented groups to apply
to the bootcamp, emphasizing the unique opportunity to advance
understanding of both energy justice and HPC, while learning about
career opportunities at DOE national labs. Although applications
did not require CVs or letters of recommendation (with the goal of
removing barriers for students to apply), applicants were asked to
provide information about their motivation for participating in the
bootcamp and their experience in computing, including R, Python,
and HPC. This approach appears to have strongly resonated with
the target community, as we received applications from several
hundred students at US-based institutions, even though we could
accommodate only sixty learners in this pilot session.

HPC skills. Typical skills needed by students to become inter-
ested and involved in HPC-based research include subsets of any
number of the following: experience working with a programming
language, exposure to parallel programming models and parallel
thinking, exposure to techniques for visualizing and managing
large data sets, experience with machine learning, and exposure to
computational science. Requirements for the bootcamp were some
experience in computing and an interest in energy justice topics.
Because the bootcamp focused on introducing HPC, we did not

Figure 4: Academic status and institution type of bootcamp 
participants.

expect applicants to have significant prior HPC exposure. We were 
able to engage a few applicants whose HPC skills exceeded the 
program scope as peer mentors in the bootcamp.

Student travel and stipend. The bootcamp fully supported travel, 
lodging, and meals for participants in the 5-day program. Partic-
ipants received a modest stipend of $500 after completion of the 
bootcamp. We consider a stipend to be essential—making it possible 
for students who truly need the earnings from their usual jobs to 
sacrifice a week’s employment in order to attend the bootcamp; 
without the stipend, some students could not participate.

4 BOOTCAMP INNOVATIONS
The centerpiece of the Intro to HPC Bootcamp was tackling en-
ergy justice projects using DOE supercomputing, while building 
community among the students, peer mentors, and lab staff.

4.1 Energy Justice Projects
Throughout the bootcamp, students worked in twelve small groups 
on projects, led by trainers and peer mentors. Bootcamp projects [23] 
were developed to teach HPC and AI tools in the context of wide-
reaching energy justice problems, an example of our intentional 
design of melding social impact with technical skills development.
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Figure 5: Academic departments of bootcamp participants.

The following are key themes in social impact and HPC technolo-
gies for the seven bootcamp projects.
• AI-powered equity analysis of renewable energy
• Social: Equitable energy law, accessible energy justice info
• Tech: Machine learning, large language models, web scraping

• Energy justice analysis of climate data
• Social: Geographic climate disparities, variable correlations
• Tech: Data visualization, big data wrangling

• Solar power for affordable housing through computational
design of low-cost/high-efficiency solar cells
• Social: Sustainable solar cells, renewable energy optimization
• Tech: Machine learning, big data analysis

• Energy cost for disadvantaged populations and methods
of energy efficiency and optimization in computing sys-
tems
• Social: Power sustainability in HPC, equitable energy afford-
ability and distribution

• Tech: Top500 and Green500 energy efficiency ratings, HPC
resource utilization

• Understanding the impact of HPC center energy usage on
low-income and minority populations
• Social: Power sustainability in HPC, equitable energy afford-
ability and distribution

• Tech: Code optimization, Top500 energy efficiency ratings,
strategies for HPC resource utilization and allocation

• Power outages and inequities in energy access for medi-
cally vulnerable populations
• Social: Weather impact on energy access, energy access for
medically vulnerable populations

• Tech: Data visualization, parallel wrangling of large data sets
• Socioeconomics of power outages and heatwaves
• Social: Power outage data, weather impact on energy access,
discrepancies in weather event impact across populations

• Tech: Data visualization, statistical analysis of large data sets,
MPI for python

To address the energy justice questions posited by the projects, 
bootcamp participants employed publicly available data sets, in-
cluding climate data for national lab projects such as ClimRR [4] 
and EAGLE-I [35], HPC Top500 and Green500 power consumption 
statistics [16, 37], a dye-sensitized solar-cell device database [3], 
the HHS emPOWER Program [17], and U.S. census data [38].

4.2 DOE Supercomputing
Participants received access to the NERSC supercomputer Perlmut-
ter [29], ranked 8th on the June 2023 Top500 List [36], providing 
them a suite of powerful computational tools to work on their 
energy justice projects. In contrast to training accounts usually 
provided for user training events, NERSC created a regular allo-
cation project using the Director’s Reserve Pool, so that students 
could continue Perlmutter access through the end of the current 
allocation year (until mid-January 2024). Students received detailed 
instructions about applying for a Perlmutter account and setting up 
multi-factor authentication. Multiple office hours were held prior 
to the bootcamp to help resolve any account and login issues, so 
that students were ready to work on projects immediately during 
the bootcamp. The students also had the opportunity to view Perl-
mutter in action during a tour of NERSC. Due to the large size of 
the student group and the noise level inside the machine room, 
a presentation about the NERSC facility and machine room took 
place before the tour, and an engaging Q&A session took place after 
the tour.

Students largely employed Jupyter Notebooks for bootcamp 
projects. NERSC staff prepared a bootcamp-specific kernel for use 
with the Notebooks, thereby streamlining access to necessary Python 
and other data analytics and plotting packages. GPU compute node 
reservations were made in advance; usage in a shared mode by 
multiple students was integrated smoothly upon launching the 
Notebooks.

A single GitHub repository provided easy access to all boot-
camp project materials and presentations. The data sets and Jupyter 
Notebooks for bootcamp projects also were made available on the 
Perlmutter file system in each project’s workspace.

4.3 Community Building
Community building served as an important theme and thread 
throughout the bootcamp, with the aim of supporting the goals 
of culturally relevant pedagogy: providing a safe learning envi-
ronment, fostering a sense of belonging, and helping participants 
envision themselves not just "fitting in" but, also developing pro-
ductive, rewarding careers.

Staff and leaders of DOE national labs spoke to the students 
about their career paths and motivations, oftentimes describing 
some of their challenges and nonlinear pathways. During a DOE 
staff panel, students learned about research applications of HPC 
and engaged in questions/answers about HPC careers.

Networking and relationship-building opportunities were built 
in formally and informally throughout the bootcamp, giving par-
ticipants opportunities to connect with others sharing common
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interests in computing, energy justice, career paths, and other top-
ics. Students met with other participants, with peer mentors who 
are a little further along in their academic journeys, and with DOE 
lab staff who have careers in HPC. During lunch each day, students 
and invited speakers discussed topics ranging from energy justice 
to whether to pursue a Ph.D., to work-life balance.

On the final bootcamp day, each of the twelve project groups 
presented an overview of the team, project goals, approach, in-
sights gained during the bootcamp, and ideas for future work. Each 
bootcamp participant provided feedback to other groups on their 
presentation, and lively questions and discussion followed each 
presentation.

5 EVALUATION INSIGHTS
Bootcamp participants were surveyed both before and after the 
bootcamp by an external evaluator, employing instruments devel-
oped with a utilization-focused evaluation design [31]. The pre-
survey, a formative tool to assist in pre-bootcamp planning, was 
distributed electronically to 60 participants, who all responded (100 
percent). The post-survey included both qualitative and quantita-
tive items related to participants’ satisfaction with the bootcamp, as 
well as the perceived impact on participants’ technical skills, under-
standing of energy justice, and future research or career attainment. 
The post-survey was distributed electronically to 60 participants at 
the conclusion of the bootcamp, and 54 responded (90 percent).

Preliminary feedback indicates that by focusing on project-based 
HPC for energy justice topics, the bootcamp captured the interest of 
a wide range of students from underrepresented groups, exposing 
them to the power of applying HPC to challenges in science and 
society. Further, participants indicated interest in pursuing a career 
in HPC or energy justice (Table 1). The bootcamp also introduced 
students to the impactful HPC research underway at DOE labs, 
providing pathways for future internships, education, networking, 
and more; at the conclusion of the bootcamp, participants indicated 
interest in pursuing a career at a DOE lab (Table 1).

Table 1: Interest in Careers
Key: 1: Not interested at all / 2: Somewhat interested / 3: Neutral

4: Interested / 5: Very interested
How interested
are you in ... 1 2 3 4 5 Mean SD
continuing to pursue 1 3 4 21 25 4.22 0.95
HPC in a future career (2%) (6%) (7%) (39%) (46%)
energy justice 1 5 8 20 20 3.98 1.04
in a future career (2%) (9%) (8%) (37%) (37%)
a career at a DOE lab 1 1 2 16 33 4.44 0.88

(2%) (4%) (4%) (30%) (61%)

In preliminary post-survey feedback, participants referenced the
wide range of participant proficiency in technical fields such as
coding, and some indicated it presented a challenge during group-
work. In order to balance the strengths and weaknesses of each
group, participants suggested that groups should be intentionally
comprised of members that capture a variety of skillsets. Addition-
ally, participants identified time constraints as a challenge to the
bootcamp, sharing that more time would have been preferable to
complete their project. As some participants suggested, condensing
the bootcamp lectures or expanding the length of the bootcamp, in
general, would allow for more extensive groupwork.

6 LESSONS LEARNED AND NEXT STEPS
This pilot Intro to HPC Bootcamp represents our first iteration of an
innovative approach to HPC training—emphasizing mission-driven
social impact using project-based pedagogy and real-life science
stories to prepare students for internships and future careers at
DOE labs. Others could adapt and customize this model according
to their specific needs and communities.

Looking ahead, the team is working to refine the bootcampmodel
and expand its reach through other modalities such as academic
curricula and online learning, especially targeting students from
underrepresented communities. At a high level, these measures
could include, but are not limited to:
• Partnering with faculty members: To develop course mod-
ules for flexible use in campus settings, including through inte-
gration with subject-matter courses in the physical and social
sciences

• Creating an asynchronous online learning component: To
accommodate various schedules and learning styles and supple-
ment the synchronous team and project-based components

• Providing multiple offerings: Working toward offering the
bootcampmultiple times per year, considering regional emphasis

• Broadening involvement of DOE lab staff: To enhance the
depth and breadth of expertise available to participants.

• Offering training to progressively buildHPC skills:To bridge
the gap for beginners (such as bootcamp alumni) and prepare
them for more advanced HPC training and internships

Partnerships with faculty at colleges and universities, especially
minority-serving institutions without on-site HPC research staff,
offer a scalable avenue to connect with diverse students. We are
piloting this strategy, and plans to expand are under way.

Acknowledging the diverse commitments and schedules of po-
tential participants, we are considering a hybrid approach including
an asynchronous learning component to complement the synchro-
nous team-oriented core activities and prepare students who have
less experience with programming. While asynchronous offerings
on their own do not naturally support the community building
aspect of the bootcamp, we believe that a a hybrid approach could
enable participants to access introductory content at their own
pace, while also engaging synchronously for group work on HPC
projects and making personal connections with peers and lab staff.

To meet the urgent demand for HPC training and engagement,
we are working toward offering the bootcamp multiple times per
year, considering enhancements such as regional emphasis and
avenues for more local lab involvement. Also, development of ad-
ditional training modules would enable pathways for bootcamp
alumni and others to progressively build HPC skills. Goals include
reaching more participants and building a sustainable pipeline of
talent for DOE national labs.

As we look ahead, these strategic directions will guide us in
furthering the impact and accessibility of the Intro to HPC Boot-
camp, as a core pillar of the ECP Broadening Participation Initiative.
By embracing innovative approaches, emphasizing flexibility, and
increasing our offerings, we aspire to cultivate a workforce that
reflects the diversity of our society and leverages the power of HPC
to address critical challenges in energy justice and beyond.
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ABSTRACT 
The Cross-Institutional Research Engagement Network (CIREN) 
is a collaborative project between the University of Tennessee, 
Knoxville (UTK) and Arizona State University (ASU).  This 
project’s purpose is to fill critical gaps in the development and 
retention of cyberinfrastructure (CI) facilitators via training, 
mentorship, and research engagement.  Research engagements 
include projects at the CI facilitator’s local institution, between 
CIREN partner institutions, and through NSF’s ACCESS 
program.  This lightning talk will detail the training curriculum 
and mentorship activities the project has implemented in its first 
year as well as plans for its future research engagements.  
Feedback is welcome from the community with respect to project 
directions, best practices, and challenges experienced in 
implementing this or similar programs at academic institutions. 

KEYWORDS 
Cyberinfrastructure Facilitator, Training, Mentorship, High-
Performance Computing, Machine Learning, Artificial 
Intelligence 

1 INTRODUCTION 
The Cross-Institutional Research Engagement Network (CIREN) 
is a collaborative project between the University of Tennessee, 
Knoxville (UTK) and Arizona State University (ASU) under 
National Science Foundation (NSF) grants OAC-2230106 and 
OAC-2230108.  This project’s purpose is to fill critical gaps in the 
development and retention of cyberinfrastructure (CI) facilitators 
via training, mentorship, and research engagement.  Through 
these core activities of training and mentorship, CIREN aims to 
lower the barriers to the recruitment of CI facilitators and provide 
pathways to their continued development and retention via 
engagement in local, regional, and national research projects.  
CIREN recognizes the collaborative nature of the 
facilitator/researcher relationship and aims to enable CI 
facilitators to utilize their unique skills and interests to enable 
transformative research discoveries.  For the purposes of the 
CIREN grant, a facilitator is an individual collaborating with 
researchers to enhance their research program, to enable 

discovery, and to produce innovative scientific impact via 
advanced cyberinfrastructure tools, skills, and technologies [2]. 

2 TRAINING CURRICULUM 
New CIREN facilitators are required to complete 256 hours of 
training and mentorship activities including both synchronous and 
asynchronous courses, a 6-month mentoring program, a final 
presentation, and elective courses in high-performance computing, 
machine learning, and/or artificial intelligence topics. This 
curriculum can be broken down into six main themes including  

1) CIREN Training,  
2) CyberAmbassadors Certification,  
3) Community,  
4) Project Management,  
5) Mentorship Program, and  
6) Elective Courses.   

 

Table 1 shows each theme with its number of training hours and 
included topics. 
 The core material including the “CIREN Training” category 
is original content created and curated by the project.  This 
material also serves a dual role as recruitment material for new CI 
Facilitators and Researchers.  Other topics such as the 
“CyberAmbassadors Certification” leverages already existing 
content created by the CyberAmbassadors project [3].  CIREN 
includes trained CyberAmbassador Facilitators who deliver and 
curate this content.  All other training content is provided by 
outside sources including LinkedIn Learning [6], campus HPC 
centers, and ACCESS [1].  Additionally, the “Elective Courses'' in 
high-performance computing, machine learning, and artificial 
intelligence is provided by outside sources including Coursera [4], 
NVIDIA Deep Learning Institute [7], and tutorials provided at 
professional conferences such as the US-RSE [9], Super 
Computing [5], and PEARC [8]. 

3 MENTORSHIP PROGRAM 
The CIREN mentorship program pairs new CIREN Facilitators 
with an experienced facilitator/mentor who will work with them 
on their first CIREN research engagement.  This program guides 
and coaches the facilitator through the collaborative project 
pipeline including 1) the review of potential projects, 2) project 
intake interviews, 3) creation of the project work plan, 4) regular 
check-ins during the project, and 5) project reporting.  The 
mentorship program culminates after the initial project with a 
final presentation on the project and its results. 
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Table 1:  CIREN Training and Mentorship Curriculum 
Themes, Hours, and Topics 

Theme Hours Topics 

CIREN Training 3 Overview, Project 
Management, and Continuous 
Training and Development 

CyberAmbassadors 
Certification 

9 Communication, Teamwork, 
and Leadership 

Community 4 Project Intake Interviews, 
Campus and ACCESS 
resources 

Project Management 3 Project Management 
Foundations 

Mentorship Program 217 Complete a 6-month research 
engagement with a facilitator 
mentor and final presentation. 

Elective Courses 20 High-performance computing, 
machine learning, and artificial 
intelligence 

Total 256 

4 RESEARCH ENGAGEMENTS 
Research engagements include projects at the facilitator’s local 
institution, between CIREN partner institutions, and through 
NSF’s ACCESS program [1].  Engagements are expected to be 
six months in duration and chosen via a biannual competitive 
proposal process where facilitators review new research project 
proposals and choose those that align best with their skills and 
interests.  CIREN project leadership also leverages this proposal 
process to identify needed skills and incorporates those in the 
future recruitment and/or continuing development of CIREN 
facilitators.  In alignment with CIREN’s focus areas, research 
engagements in any area of high-performance computing, 
machine learning, or artificial intelligence are welcome.  The ideal 
research engagement project is oriented towards expanding, 
enhancing, or otherwise augmenting an existing research program 
with new capabilities.  These capabilities can include new 
research directions or advance current research goals. 
Engagements can also include proof-of-concepts or other higher 
risk pursuits that may not align well within existing research, 
experience, or funding, but, if successful ,could be incorporated 
into the research program and future grants. 

5 CIREN FACILITATORS 
In addition to new facilitators going through the CIREN 
mentorship program, CIREN includes more experienced 
facilitators who engage in research engagements without a mentor. 
Additionally, these facilitators have opportunities to become 
mentors for new facilitators in the future.  During this project, 
facilitators are expected to spend 20% of their time in continuing 
training and development.  They spend the remaining 80% of their 
time on research engagement projects.  Their overall project load 
is about 1 project per 25% of total project effort. 
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ABSTRACT 
Students in community colleges are either interested in a quick 
degree or a skill that allows them to hop onto a career area while 
minimizing debt. Attending a four-year university can be a 
challenge for financial costs or academic reasons, and acceptance 
can be competitive. Today’s job market is challenging in hiring and 
retaining diverse staff. More so within the High Performance 
Computing (HPC) or a government laboratory. Industry offers 
higher salaries, potentially better benefits, or opportunities for 
remote work, factors that contribute to the challenge of attracting 
talent. At the National Energy Research Scientific Computing 
Center (NERSC) at Lawrence Berkeley National Laboratory, site 
reliability engineers manage the HPC data center onsite 24x7. The 
facility is a unique and complex ecosystem that needs to be 
monitored in addition to the normal areas such as the computational 
systems, the three-tier storage, the supporting infrastructure, the 
network and cybersecurity. Effective monitoring requires the 
understanding of data collected from the heterogeneous sources 
produced by the systems and facility. With so much data, it is much 
easier to view the data in graphic format and NERSC uses Grafana 
to display their data. To encourage interest in HPC, NERSC 
partnered with Laney College to create a Data Analytics Program. 
Once Laney faculty learns how to teach the classes toward a 
certificate program, they fill a need for their students to build the 
skill in data analytics toward a career or to continue toward a four-
year degree as transfer students. This also fills a gap where the 
nearby four-year university has a long waitlist. This paper describes 
how NERSC partners with to create a pipeline toward a data 
analytics career. This is the follow-up program to creating a 
pathway into HPC and Science, Technology, Engineering and 
Mathematics (STEM) [3]. 

KEYWORDS 
Site Reliability Engineer, HPC Education, HPC Training, 
Diversity, Inclusion, STEM, community college, data analytics. 

1 INTRODUCTION 
Everything today requires data or a visual representation of the 
data. According to a 2020 study at the Massachusetts Institute of  
 Technology, the demand for “data scientists” is expected to 
grow in the future as more data is being accumulated. However, 
even academia is confused because there is no standard on how to 
train a workforce in this area. Is Data Science a series of principles, 
a skillset or an “umbrella term” that encompasses a series of 
required expertise? Is it a specific discipline? What are the jobs 
associated with this type of degree [7]. 

 At NERSC, the Operations Technology Group (OTG) staff are 
the 24x7 onsite site reliability engineers who are the first 
responders to anything that occurs in the data center. Although the 
position does not necessarily require a college degree or 
certifications, the job description does require knowledge of system 
administration of HPC systems, local and wide area networking, a 
three-tier onsite storage and data center facility management at 
minimum for staff to be successful. 
 Further, one of the Laboratory’s mission statements is 
widening Diversity and Inclusion in these areas and has programs 
that support internship programs in underserved communities as 
well as recruit staff from a wide area of disciplines with the idea 
that these skills can be transferable into science research. However, 
according to a 2022 Lab study of our workforce demographics, we 
continue to see a small percentage of staff who are 
underrepresented such as Black/African American, American 
Indian/Alaska Native, Asian, Hispanic or Latino, etc. We see an 
even smaller percentage of women in these demographics 
especially within the Lab Senior Leadership roles. The numbers 
demonstrate a compelling story [5, 9]. 
 NERSC is one of the largest facilities in the world devoted to 
providing computational resources and expertise for basic scientific 
research. NERSC currently supports close to 10,000 users globally 
across almost 1,000 scientific projects [1]. As NERSC moves 
toward exascale, how will we increase diversity and inclusion 
percentages in this area and also continue to recruit the much 
needed talent to fill positions that are also in high demand in our 
neighboring Silicon Valley? 
 Part of the solution was to partner with the local community 
college in the neighborhood to create a potential pipeline by 
influencing students’ curriculum and education with much needed 
support for these underserved students as well as providing a place 
for them to practice their skills hands-on.  
This paper documents the process for creating a pipeline where data 
analytics students can get an education, are provided training and 
hands-on projects [2]. Section 2 will explain the academic program 
itself and the creation of the internship program. Section 3 provides 
the background on the type of training they will be provided by the 
internship program, in addition to the program at school. Section 4 
will provide logistics such as sourcing funding streams and our 
experiences in the first year of the program. Section 5 will provide 
case studies of positive outcomes. Section 6 will provide lessons 
learned, future work and final thoughts to continue the program. 

2 BACKGROUND 
With so much information and a list of the different type of 
programs in academia, we decided to focus on the type of training 
needed by the employers in the San Francisco, Oakland, Berkeley, 
and Alameda areas, the areas surrounding the school. A survey 
from the school’s industry partners resulted in a need for more 
training in these skill areas: Data Analyst, Data Engineers, and 
Database Administrator. Although the survey included other skill 
areas such as Machine Learning Engineer, Data Scientist, Data 
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Architect, Statistician, Business Analyst, and Data and Analytics 
Manager, the school felt that the latter required more foundation 
than they could provide, therefore, they focused on the three 
skillsets first mentioned. 
 A second survey found that although these jobs are in high 
demand by the area employers, it requires a very specific skill. For 
students, this could be daunting even just imagining undertaking 
such training, especially when they have low confidence in their 
science and math skills. However, these skills are obtainable with 
the right education, hands-on training and support of the students 
from peers and faculty. After all, we are training the next generation 
of data analysts. 
 Because we also had a focus on diversity and inclusion, we 
wanted to recruit students into the program who are 
underrepresented in the data science career areas. In the case of 
NERSC, the area they wanted to serve was the San Francisco, 
Oakland, Berkeley, Alameda Metro area with an underrepresented 
population of 4,579,599. According to a workforce survey by the 
Human Relations department at LBNL in 2022, less than 10% of 
the Bay Area workforce are within the underrepresented population 
of Black, Pacific Islander, Other, Native American and two plus 
who work in STEM fields. Within these groups, there is still only 
50% or less women, especially in the senior management levels [5] 
See Figure 1. 
 We were also hoping to fill a gap in the closest four-year 
university offering a data science degree had a wait list of at least 
200 students in the last five years that includes the pandemic. 
Students who are accepted as freshmen into the four-year university 
could be accepted into the data science program; however, due to 
the wait list, a community college transfer student would also have 
to join the waitlist. Filling this gap through teaching the classes at 
the community college level could give these transfer students a 
chance to enter the program in their junior year. 

2.1 Train the Teacher 
One of the early steps is to train the faculty on how to teach various 
classes in the program. Through various contacts with the 
University of California, Berkeley (UCB), Electrical Engineering 
and Computer Science (EECS) department, we decided that the 
best training to get is from the trainer themselves. Therefore, the 
faculty who have committed to teach at the community college, 
entered various UCB extension programs to go through the classes 
themselves.  
 Three faculty members started the program in the prior spring 
semester 2022 before we launched the classes in the fall, September 
2023. By the fall program start, they would have taken two 
semesters, spring and summer, of classes and should be able to 
teach a series of classes in the fall. 

2.2 Create the Program 
The program itself would not be finalized until the middle of the 
summer prior to the launch. This is due to funding which I will 
cover in Section 4. Parts of the program that we would submit 
toward a certificate are already being taught and we will just 
integrate the data science classes. 
 As such, this is the program that was created and presented 
beginning September 2023, noted by Figure 2. Though the data 
science foundation classes would not be taught until the end of their 
degree program, most students who added the data science program 
would have already completed most of the pre-requisite classes in 
the prior year. Thus, they were second year community college 
students. Most of these students came from the cohort of students 
from the previous year who entered another program to prepare 
them for STEM classes. 

Database Programming with SQL 
Introduction to Microsoft Excel for Business 

Introduction to Computer Programming 
Introduction to Computational Thinking with Data 

Introduction for Computer Science 
Microcomputer Assembly Language 

Introduction to Artificial Intelligence and Machine Learning 
Object Oriented Programming Using C++ 

Java Programming or Python Programming 
Data Structures and Algorithms 

Structure and Interpretation of Computer Programs 
Foundations in Data Science 

Introduction to Statistics 

Figure 2. Data Science certificate program 

These classes vary from three to five semester units. The program 
requires a minimum completion of 27 units - 31 units to acquire an 
Associate of Science (AS) degree with a specialization in data 
science. These classes are also transferable into the University of 
California system as credits toward their freshman and sophomore 
years. In the University of California, Berkeley, it would be 
acceptable as pre-requisites to classes they would need to take to 
earn a Bachelor of Science (BS) degree with a concentration in data 
science.  

2.3 Support of Students 
Understanding that some of the students who enter the program 
may have been challenged in math and science through the high 
school level, the college decided that we need to provide some 
tutorial support for the students. Thus, one faculty member was 
transferred from the previous STEM program into this program to 
assist in supporting the students with their homework, concepts 
explanation, any lab they need and generally with their homework. 
In addition, upper classmen students from the math and science 
departments were recruited to help during the tutorial lab. Industry 
partners were also asked to volunteer time to help the students at 

Figure 1: Workforce demographics survey, Lawrence Berkeley National Lab, 2022 
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their discretion. Due to the wide variety of volunteers who assist in 
the tutorial lab, the support program can be available from 9:00 a.m. 
through 9:00 p.m. Monday through Friday, depending on the needs 
of the student and availability of tutors. After 5:00 p.m., tutorial 
times are on a scheduled basis. 

2.4 Internship Program 
The internship program was modeled after the prior program for 
STEM preparation. We used most of the same industry partner 
employers. The students work 40 hours during a thirteen-week 
summer program that required for the employer to provide a hands-
on training class for at minimum forty hours. Further, they provide 
a project where the student can do the work that they just learned 
to do in the eleven weeks after. In the last week, the students need 
to prepare a poster presentation that will be explained to several of 
the company staff. In lieu of the poster, they will submit a paper for 
review to a conference within one year. The preparation of the 
submission will be approved by the student’s supervisor and faculty 
advisor. The employer commits to send the student to the 

conference if the paper is accepted for presentation. More on how 
this travel will be funded in Section 4. 

3 TRAINING BY THE EMPLOYER 
Each employer we recruited committed to providing the necessary 
training, a very specific skill in the data science area that a student 
can learn within forty hours and put that training into practice on a 
project that they will work on for the next eleven weeks in their 
organization. 
 For NERSC, they participated in the programs pilot cohort of 
students. In the summer of 2023, the students from the program 
took a class on Grafana [6], an open-source software that visualizes 
data for a time-series database into graphs and visualizations that 
can be queried, alerted on and explore metrics and logs. NERSC 
uses Grafana to do exactly this from the heterogeneous data in their 
data [10] warehouse called the Operations Monitoring and 
Notification Infrastructure (OMNI) [4]. 
 NERSC hired two trainers from Grafana Enterprise to teach 
the students how to create visualizations from the data. Each 
student was assigned a mentor and had a project that would create 

Figure 3: Slurm dashboard for perlmutter 

Figure 4: Dashboard of particle count in tape libraries 
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a series of graphs to showcase the data, to “have the data tell a 
story”. This supplemented hands-on training as well as their 
academic background formed a foundation for a successful 
experience for the students. 

4 FUNDING AND OTHER CHALLENGES 
The program needed to be funded. Though some activities already 
had their own funding streams, such as the classes already being 
taught, the new classes needed basic funding, especially for the 
tutorial lab. 
 Luckily, there was a grant that the school was able to obtain 
that would cover three years of the program from inception. Some 
of the funding also provided for salaries, travel and housing costs 
for students who are out of the area for the internship program. This 
only used up less than 10% of the funding in the first year since the 
main focus was to assist the metro area students. However, beyond 
three years of funding, it will be a challenge to continue unless they 
can secure more funding which is the challenge because, it was easy 
to acquire startup funding, but without proof of success, funding 
can be a challenge. 
 However, first we have the challenge of our program being 
accepted for certification. At the time of the conference 
presentation of this work, we were only in the first semester after 
launch. To acquire certification for the program, we must show a 
success rate of at least two semesters and have a plan for the second 
year of the program. We are now currently in the second semester 
and it looks like it could be successful and there is a plan for the 
third and fourth semesters. 
 Some of the faculty teaching the program had a difficult time 
helping the students understand the concepts and they were not 
quite confident that the students will successfully pass. After a few 
weeks, the faculty members were encouraged that the tutorial 
program seems to be helping a lot, therefore, they felt much better 
by the end of the fall semester to see that they had an 85% pass rate 
of the classes. 
 Though the program had some faculty, as the program 
expands, the college will need more faculty to teach classes. At this 
point, the administration is currently challenged to recruit other 
faculty to commit to taking the extension classes and be able to 
teach in the program. They may have to hire from external to the 
college however, funding will be an issue. There is a challenge of 

recruiting more employers to participate in the internship program. 
While the program was able to support the salaries, travel and 
housing, that part of the funding was only available in year one and 
not for year two or three. Though they still have a commitment 
from the existing employers, as the program expands, more 
employers need to participate in providing internships. It is a 
continuing challenge to entice an employer to hire from the 
community college instead of the four-year university. Further, 
with the Metro Area having a reputation for being a tech area, most 
employers expect to hire four-year university students. The 
pandemic has changed that for the Metro Area, and we are 
attempting to educate the industry that investing in a community 
college student can be far rewarding with potential longevity 
especially in the underrepresented groups who are from the area. 
 In a positive note, the students who participated in the pilot 
program have said that it was the most rewarding experience that 
they’ve ever had. Participating in the internship was most valuable 
and they feel they now have a skill that they offer to employers. 

5 CASE STUDIES 
This section will discuss the positive outcomes of three students in 
the program at NERSC. 
 Student #1 is the first student who has entered college from an 
immigrant family. He has taken 2 years of courses in a community 
college and took classes that were part of the pilot program. After 
Grafana training, he was able to create various dashboards, one of 
which was used during the acceptance of NERSC’s Perlmutter 
system, as noted in Figure 3. 
 While it may be difficult to see the dashboard clearly because 
it is so full of information, there are two graphics that show system 
utilization, noted by 86% and where you see the 4, these graphs 
show that jobs were running on the nodes. There are other details 
but this is a good summary of what the SRE staff need to see on the 
system.  
 Student #2 was a student who was also in his third year of 
community college and was preparing to get a transfer to a four-
year university. Like the first student, he was also the first college 
student in the family from immigrant parents. 
 The Metro Area can experience high smoke levels from fires 
during the summer but can also extend into early fall. Because of 
the design of the data center, we have no chillers, instead use 

Figure 5. Pipe water pressure 
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evaporative cooling system, hot air recycling and air movement to 
keep the data center cool, therefore, any pollutants external to the 
facility can impact the air within the facility. Such as the case in 
late September 2023 where there were a series of fires more than 
fifty miles away, and high winds blew smoke toward the data center 
impacting our tape libraries, as noted in Figure 4. 
 You can see the top level of the dashboard that shows three 
circles and two are red. This shows that two out of three libraries 
have a high particle count and is in the critical stage. At this point, 
library 3, to the right, was shut down to save moving parts, since 
smoke particles can potentially scratch the moving parts and void 
the warranty. That said, we needed to find out when this high 
particle count occurred because it happened very quickly.  
 The student created the third panel and fourth panel of graphs. 
The left one shows when the spike of high particles occurred by 
time in comparison to the panel on the right, that shows high 
particle count external to the facility. In this way, we can see when 
the high particle count occurs, put an alert on it and be able to 
monitor the graphs so we can mitigate it in the data center. 
 Student #3 was a female student who previously graduated 
from a four-year university with a marketing degree. However, 
after one year, she has not been successful in finding a job in her 
area due to the intense competition post pandemic. Therefore, she 
decided to enter a community college data science program to learn 
new skills but minimize her debt. 
 After the training program she created these dashboards that 
show the speed of the water in the pipes that help cool the facility 
on two loops that cool the ambient air around the equipment, as 
noted in Figure 5.  
 While the dashboard is difficult to read because it is dense 
with information, the important graphic is that all these lines are 
horizontal. Should there be a spike, then the facility will have an 
issue with their evaporative cooling. Pipes that flow water go 
through the HPC system and they need to be at constant speed, 
pressure and temperature. When the speed varies or the pressure 
varies or the temperature rises, an alarm will alert the SRE on duty 
who will look at these graphs to find more information to mitigate 
the situation. 
 In the three students’ experiences, the internship and training 
helped the grow professionally and develop a new skill. Further, 
these graphs were put into production and are used daily by the 
SRE’s who work in the data center control room 24x7. The students 
understand that the work they did has value and gives them 
confidence that they can do the same for another employer. 

6 FINAL THOUGHTS AND FUTURE 
WORK 

We’ve seen the success of just three students at NERSC, however, 
there were approximately 20 students in the pilot program. The 
initial cohort who started in September 2023 have 42 students who 
are looking forward to a summer internship in 2024. 
 It has been NERSC’s experience that learning how to analyze 
and visualize data is a skill that can be easily learned given that the 
student has the mathematical or programming foundation. The 
students are mentored to help understand what the data represents, 
what is important to show, and eventually create the dashboards 
that can tell a story to the SRE that helps them mitigate any kind of 
incidences Funding and finding the right faculty to teach the classes 
will be continuing challenges but it could be overcome. 

 Future work involves expanding the program so that we can 
intake more students, recruiting more employers for internships and 
exploring multi-semester internships for students who are more 
senior in the program. NERSC plans to continue to collaborate with 
Laney College, Oakland, in creating the next step, which is the 
second year of the Data Science program. For the SRE’s at NERSC, 
OMNI is the center of a monitoring infrastructure that allows them 
to “see” the health and status of the facility [8]. 
 Visualizing the data allows them to determine issues early, 
diagnose the problem quickly and come to a resolution as soon as 
possible in order to continue to serve their global users who use 
their HPC system and facility.  This is the next step in creating a 
staffing pipeline for new talent and to fulfill the diversity and 
inclusion mission of the Lab. 
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ABSTRACT 
In this paper, we present an approach to hands-on High 
Performance Computing (HPC) System Administrator training that 
is not reliant on high performance computing infrastructure. We 
introduce a scalable, standalone virtual 3-node OpenHPC-based 
training lab designed for Resource Constrained Environments 
(RCE’s) that runs on a participant’s local computer. We describe 
the technical components and implementation of the virtual HPC 
training lab and address the principles and best practices considered 
throughout the design of the training material. 
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1 INTRODUCTION 
The training of new and existing HPC practitioners is recognized 
as a priority in the global HPC community [23]. The HPC 
Ecosystems Project is an initiative of the South African Department 
of Science and Innovation to address this priority. This is achieved 
through the distribution of repurposed HPC resources in Africa and 
subsequent training of HPC System Administrators to manage 
these systems [18]. 
 Within the global HPC community, the common approach to 
delivering HPC System Administrator training is through physical 
face-to-face engagements. The hands-on component of HPC 
training is facilitated through leveraging existing HPC 
infrastructure or cloud-based services that simulate an HPC 
environment [2, 7–10, 40]. 
 During its early stages (2014-16), the HPC Ecosystems 
Project followed the same approach: face-to-face training 
engagements using HPC resources allocated from a production 
HPC system or cloud-based platform1. Over time, the HPC 

1 The ACE Lab’s internal private OpenNebula (pre-2020) and OpenStack 
cloud (2020+) 

Ecosystems Project has migrated much of its training material to 
digital delivery platforms2 and has favored the use of virtual 
resources, in the form of local Virtual Machines (VMs) for the 
hands-on training component. This adaptation was made in 
response to the challenges experienced with the traditional 
approach towards HPC System Administrator training; namely 
relating to the use of physical HPC infrastructure or remotely 
provided HPC resources. We prioritize the delivery of HPC System 
Administrator training that does not require a constant internet 
connection and aims to provide downloadable resources to 
facilitate offline learning. 
 This paper will describe our approach towards offering HPC 
System Administrator training that overcomes these challenges and 
presents a more sustainable and scalable solution. 
 We emphasize that this is a training lab intended to teach HPC 
System Administrators how to configure and build an OpenHPC 
cluster from scratch. There are numerous localized virtual 
OpenHPC cluster solutions available publicly, but these are pre-
configured virtual clusters that are not suitable for learning how to 
deploy an OpenHPC cluster. Going forward, we will refer to any 
allocated HPC resource, whether it is a remotely accessible HPC or 
a cloud-hosted service, collectively as a ‘hosted HPC resource’; 
since these resources offer the same hands-on HPC experience for 
System Administrator training. 

2 MERITS OF VIRTUAL MACHINES AS 
A TEACHING RESOURCE 

A Virtual Machine (VM) is a software-simulated computer 
environment that behaves like a physical computer system that 
accesses the host computer’s resources from software called a 
hypervisor. Virtualization allows the creation and running of 
multiple VMs on a single physical computer system. The hosting 
computer system for VMs can be a single laptop computer or a 
cloud-based system. Since the revival in popularity of VMs in the 
mid-2000s owing to the ability to operate VMs on commodity 
hardware [32, 33], significant research has been done on evaluating 
the impact of VMs as teaching resources. 
 Staubitz et al. [38] evaluated the use of VMs for hands-on 
exercises in courses and concluded that properly managed VMs can 
provide many benefits for scalable and online teaching, including:  
• Reducing support costs (“The amount of effort and time the

course provider has to invest to deliver the exercise or to help

2 HPC Ecosystems GitLab Training Repository; HPC Ecosystems YouTube 
Training Videos; OpenHPC 101 GitLab Pages 
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users with the setup”) by utilizing mainstream desktop 
hypervisors and automated VM deployment tools; 

• Reducing setup costs by preparing a ‘golden image’ in
advance with all tools and software tailored for the course
coordinator’s needs which can then easily be replicated on
demand for participants. The course coordinator can control
the behavior of the tools that are curated in the central VM
image.

• Locally hosted VM’s can reduce costs for the course provider
since computation is performed on the participants’ machines.

Staubitz et al. [38] found that VMs are an effective way to simulate 
a real environment at greater scale for training labs. Students are 
trained for real world applications because they experience and use 
a system as it would typically be used by a professional. The 
adoption of VMs as a teaching tool for hands-on technical training 
has long been accepted as an acceptable and effective tool. 

3 HPC SYSTEM ADMINISTRATOR 
TRAINING 

3.1 Classifying the HPC System Administrator 
Audience 

For our case study, we considered HPC System Administrator 
Training to be classified into two target categories: for Resource 
Constrained Environment (RCE), or for traditional scientific 
computing environments (non-RCE). We adopted the metrics 
below to classify an RCE or non-RCE. Sites classified as an RCE 
are shown to experience significant challenges when following a 
traditional training approach. Within this classification, an RCE 
lacks at least two of the following: 
• Access to advanced computing infrastructure that can be

purposed for scientific computing workloads.
• Computing resources that are available on-premises or via

remote access (such as institutional partnerships or remote
hosting).

• Access to stable and performant internet and infrastructure.
• Technology service levels that are considered reliable and

generally uninterrupted (such as network connectivity and
power supply).

In alignment with the goals of the HPC Ecosystems Project, the 
designed training approach aims to overcome the challenges faced 
when providing HPC System Administrator training in RCEs, 
where a traditional approach is not always appropriate or effective. 

3.2 Hosted HPC Resources for Training 
Through our own experience in both delivering and participating in 
many international HPC training programs that facilitate training 
through hosted HPC resources, we have identified several 
underlying limitations: 
• Training class size is still limited by the limited availability of

compute resources;
• The training lab's existence is dependent on the timed

availability of advanced computing infrastructure (of any
measure);

• The teaching resources and practical compute environments
are ephemeral; 

• The transitory life of the training resources limits time 
flexibility for participants before the resources are inevitably 
destroyed and the learning opportunity is over. 

In particular, the class capacity restrictions associated with limited 
compute resources reduce the effective scalability of the HPC 
System Administrator training. Likewise, the reliance on timed 
availability of HPC resources along with the ephemeral properties 
of these training resources limits accessibility and long-term 
impact. Where hosted HPC resources are integrated into the 
training, any failure with the cloud host, while rare, will impact the 
entire class of participants. Additionally, it is undesirable that a 
participant’s hard-fought gains during the training are at risk of 
being destroyed on the remotely hosted environment before they 
have concluded working with the resources. There is generally no 
straightforward mechanism for participants to reference their 
original training environment, or even to progress further on their 
original training once the training period is officially concluded. 
Simply put, to address the need for scalable and sustainable HPC 
training, short-lived cloud labs are short-lived answers. 

3.3 Training HPC System Administrators in 
Resource Constrained Environments 

As the HPC Ecosystems Project expanded into more than thirty 
African partner sites, so the need for scaling out of the training into 
these partner countries expanded. Specifically, many of the 
international partner sites were receiving their first HPC 
deployments and required HPC System Administrator training 
[35]. The traditional model of provisioning HPC or cloud-hosted 
training resources was not a viable approach to facilitating HPC 
technical training, given that many partner institutions met the 
classification of an RCE. 
• Sites did not have HPC or cloud resources to use for

provisioning lab resources.
• Many sites lacked reliable internet connectivity to facilitate

remote access to hosted HPC resources in South Africa.

Our virtual HPC Training Lab is designed to provide an effective 
scalable and sustainable HPC training platform with these 
constraints in mind. 

3.4 Training HPC System Administrators in 
non-Resource Constrained 
Environments 

It is reasonable to assume that non-RCE’s enjoy a richer and more 
effective training experience because they have access to advanced 
computing infrastructure, be it on-premises or remotely; however, 
we have indicated several shortcomings to the learning experience 
that are explicitly related to hosted HPC resources, such as the 
ephemeral nature of the resources and the limits to the class size 
that are directly linked to the resource capacity of the remote 
resource.  We note that non-RCE’s are not shielded from these 
training shortfalls. 

4 THE CASE FOR A TAKEAWAY LAB 
There is a need for truly scalable and sustainable HPC training to 
meet the training priorities of the HPC community [2, 23]. Based 
on our experiences in aspiring to deliver sustainable and scalable 
HPC training through hosted HPC resources, we have learned that 
the answer is not going to lie exclusively “in the cloud.” While our 
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solution was originally developed for a specific HPC community 
within a specific geographic region, we believe there is global 
utility for the principles of an on-host virtual computing cluster to 
facilitate HPC training. Our involvement with international HPC 
workshops suggests that many trainees globally would benefit from 
an HPC lab resource that lives on indefinitely after a course is 
concluded. Specifically, it would be preferable for participants to 
have the freedom to choose whether they wish to keep their HPC 
resource to continue their learning experience after a training 
course is concluded.  
To overcome the fundamental barriers to effective HPC training 
labs associated with the traditional hosted model, we have 
considered lessons learned from E-Learning and Massive Open 
Online Course (MOOC) methodologies to develop an effective 
HPC training lab alternative. The resultant training lab is a virtual 
HPC lab that is reproducible, self-paced and emulates a basic three-
node computing cluster on a trainee’s local machine with an 
indefinite lifespan and without the need for any high-end 
computing resources or cloud infrastructure. 

5 A MODEL FOR HPC TRAINING 
The HPC Ecosystems virtual HPC lab does not require high-end 
computing resources or cloud infrastructure and is available on 
demand in the participant’s preferred schedule because it is all 
hosted on their personal computer. 
 The development of the virtual lab considered best practices 
in the implementation of educational technology and followed 
previous lessons learned to provide a robust and effective learning 
platform for HPC System Administrator training [1, 2, 8, 11, 19, 
36, 38]. 
 Our intention is not to present our virtual HPC lab as the 
definitive ensemble of technical tools for all future HPC System 
Administrator training. Rather, we wish to showcase the principles 
underpinning our approach to promote a new model for scalable 
HPC System Administrator training. 

5.1 Online Delivery vs. Online Training 
Digital delivery has enabled our training solution to become 
available, scalable, and globally accessible. Although the training 
material is hosted online, this is simply to facilitate delivery of the 
training on demand and for free. The hands-on virtual lab is, in 
principle, capable of being modified for offline distribution and 
operation1 and is designed to mitigate needing special HPC systems 
or infrastructure for training [13, 26].  
 Research indicates that online content delivery can be as good 
as, if not better than, on-premises course participation [8, 21]. 
“Online students learned as much as students in the Traditional 
version” [20] and [21] observed “the online students actually 
achieved superior learning outcomes despite spending less time.” 
 The virtual training lab is intended to be easily scaled up to a 
virtual classroom environment to allow for blended learning 
delivery where needed. Without proposing dramatic changes to the 
existing in-person content, simply including an online rendition of 
the existing presentations and workshops could potentially be as 
effective as the current on-premises approach but open accessibility 
to a wider audience [20–22].  
 Given that the existing traditional face-to-face delivery 
mechanisms are time constrained with defined start and stop time 

1 We have prototyped an offline solution but it has not yet formally been 
released. 

2 OpenHPC 

windows, the potential for improved learning in shorter time with 
online content would suggest online delivery leads to improved 
impact of teaching HPC System Administrator skills [21]. 

6 TECHNICAL COMPONENTS 
Commensurate with accessibility and sustainability principles, our 
virtual HPC lab uses commonly available opensource resources and 
differs from traditional HPC workshops in several ways: 
1. Content is available in two formats - video tutorials and an

interactive guide, available through YouTube and GitLab
respectively;

2. The lab uses the OpenHPC2 software stack to create the HPC
environment.

3. There is no cloud – the HPC components are provisioned by
Hashicorp Vagrant3 and deployed using Oracle VirtualBox to
emulate a 3-node virtual cluster that can run on any computer
with at least 8GB of RAM.4 Vagrant ensures consistency and
reproducibility of the lab VMs;

4. The training lab has the potential to be modified to operate
entirely offline (all components are downloadable);

5. The training is self-paced and is available on demand, with no
cut-off deadline for access to the HPC resources;

6. The training lab has fewer restrictions to infrastructure
modifications

7. There is a freedom to fail – the localised lab can use snapshots
to preserve development states;

8. The virtual cluster remains on the participant’s computer until
they choose to remove it;

9. The finished virtual management node can be tweaked to
manage physical HPC infrastructure.

The virtual HPC lab is available to anyone wishing to configure a 
basic 3-node HPC system or to practice / learn the OpenHPC 
software stack. Since all resources are run on the trainees’ local 
machines, there is no need to troubleshoot remote connectivity or 
to create cloud credentials. Significantly, since every HPC resource 
is localized to each participant, there is no limit to the number of 
participants able to partake in the training.  
 Perhaps the strongest arguments in favor of a remotely hosted 
HPC resource are the comparatively poor performance of a locally 
hosted VM and the requirement for participants to have access to 
local computing systems with sufficient memory and disk space to 
run the virtual HPC labs. We do not consider performance to be a 
reason for concern since we are focused on delivering an accessible 
learning experience rather than a performant HPC cluster. 
Participant feedback indicates 4GB RAM is sufficient to operate 
the HPC Lab – the VirtualBox VM’s are collectively allocated 7GB 
of RAM, and the finished lab occupies 6GB of local disk space; we 
have not yet encountered a participant who has been unable to 
complete the virtual lab – if necessary, the virtual HPC cluster can 
be reduced to a 2-node cluster, which will allocate 4GB of RAM 
through VirtualBox. 

6.1 Support Materials 
A scalable training lab ensures that content is available to any and 
all numbers of participants. We took note that MOOCs provide a 
means for scalable education but require some attention to potential 
challenges in delivering successfully at scale [29]. We also 

3 Vagrant by HashiCorp (vagrantup.com) 
4 Each compute node consumes 3GB of RAM and the smshost consumes 

1GB of RAM. 
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considered [31] insights into the use of a cloud-based virtual lab to 
“develop scalable, maintainable, and shareable contents that 
minimize technical hurdles while still exposing students to critical 
concepts in cluster computing”. When delivering our training, we 
have selected delivery services that support scalable delivery and 
downloadable content for offline consumption. 

6.1.1 Virtual Lab Guide 
The primary lab guide instructs users on how to deploy 3-node 
virtual cluster using Vagrant, VirtualBox, and OpenHPC. In line 
with established education principles, the efficacy of training 
content is enhanced with additional documentation beyond the core 
deployment steps for the virtual HPC [3]. To this end, the guide 
includes general high-level principles and context-relevant 
supplementary information and elaborations of the HPC software 
stack components. We use GitLab to host the training guide and 
training material and deliver the guide using GitLab Pages.1  

6.1.2 Virtual Lab Video Guide 
The video content and the documentation are constructed with 
similar detail such that the media can be used independently or 
collectively, depending on the specific needs of the participant. 
While the primary objective is to deliver a virtual HPC lab, it is 
evident that the most effective delivery of the content will have 
accompanying reference documentation [3]. When considering an 
appropriate delivery method for the video content, we noted [30] 
observations that many of the conferencing technologies they tested 
had significant constraints on numbers of connections. Noting that 
YouTube offers free access, free hosting, and offline download 
capabilities, YouTube is a potential platform to deliver training 
[5]. In line with these findings we chose to host the video content 
on YouTube to offset any delivery constraints. 
 YouTube allows for videos to be downloaded for offline 
viewing and is designed to be compatible with most modern 
devices (phones, tablets, mobile devices, etc.). The option to 
provide for offline video and document downloads is vital for 
accessibility for African partners, especially where electricity and 
network reliability is uncertain. Additionally, YouTube caters for 
automated captions in multiple languages, broadening accessibility 
for non-English speaking participants [19, 27]. While we have 
employed YouTube videos to enhance the learning experience for 
the virtual lab, discussion around the specifics of the format and 
construction of the video content is beyond the scope of this case 
study.  

6.2 OpenHPC 
OpenHPC is the standard HPC software stack for the HPC 
Ecosystems Community and the selection of OpenHPC is not 
arbitrary – it is a popular HPC software stack due to its 
simplification of implementing traditional HPC software 
components[34]. It is widely used with an active and growing 
community of users and contributors [15, 24, 34, 35, 37]. 

6.3 No Cloud 
The motivation for a solution that is not dependent on a hosted HPC 
environment has already been explored in previous sections; suffice 
to say, we sought a solution that would provide at least an 
equivalent technical experience to one delivered by a remote 
resource. We settled on a combination of VirtualBox managed by 

1 GitLab Pages | GitLab 

Hashicorp Vagrant2 that emulates many of the benefits of a 
traditional hosted delivery platform while avoiding the problems 
related to remote / hosted resources indicated earlier. Since all 
resources are provisioned through automated deployment and all 
run on the trainees’ local machines, there is no need to troubleshoot 
remote connectivity or to create cloud credentials, or to spend any 
time with configuring or provisioning remote compute resources. 
Since everything is local to each participant, there is no limit to the 
number of participants that can undertake the training in the same 
cohort. From a training perspective, any catastrophic-level failures 
in the localized virtual HPC resource will be limited to an 
individual participant and not an entire class.  
 The lab has been verified to work on host systems with at least 
8GB of RAM (each compute node requires 3GB of RAM and the 
management node requires 1GB of RAM). Survey results from 
participants indicate that some have reported success with 
deploying the 3-node virtual cluster with 4GB host systems. The 
deployed virtual cluster occupies 6GB of local storage. 

6.3.1 VirtualBox and Vagrant 
When selecting a type-2 Hypervisor that can be installed on 
participants’ local machines, VirtualBox was selected because it is 
a widely used Hypervisor with support for the primary computer 
Operating Systems (Linux, Windows, Mac). We were cognisant of 
three problems observed by Helsing et al. [12] when implementing 
a localized virtual lab with VirtualBox – 
1. the lack of user skills;
2. the long latency in installing and configuring the environment;
3. and the lack of resources and material to help solve technology

issues in the virtual lab.

Noting that the participants will have heterogeneous computer 
environments, we introduced Vagrant as a virtual machine 
environment management tool that ensures configuration parity to 
address the three problems raised by Helsing and Staubitz [12, 38] 
in addition to managing the unpredictability of heterogeneous 
environments. Vagrant offers a solution to the “configuration 
drift”. Since it is free and supports all major platforms, Vagrant 
ensures parity for all virtual lab participants and significantly 
reduces the complexity of installing and configuring the virtual 
machine environment for the virtual lab [4, 38]. Staubitz et al. 
showed that Vagrant “reduces the friction for creation, distribution, 
setup and update of Virtual Machines” and “can reduce hosting 
costs, improve the user experience for learners compared to 
traditional virtualization software and thus reduce support efforts 
on the course provider’s side.” 

6.4 Potential for Offline Delivery 
The HPC lab’s virtual machine environment is deployed and stored 
locally on the participant’s computer and the virtual cluster nodes 
are fully accessible without any internet connection. In principle, 
with the necessary Linux repositories synchronized offline and the 
GitLab repository cloned to the local machine, the entire training 
lab can plausibly run without an internet connection.  

6.5 Self-paced and On Demand 
Training labs—either in-person or remote—have additional 
accessibility and availability considerations with respect to the cost 
and time factors associated with the training. Even where training 

2 Vagrant | HashiCorp Developer 
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may be offered for free, there might be a cost factor associated with 
traveling to the event, or the time cost of participating during work 
hours. HPC tutorials that allow remote participation may resolve 
the issue of travel costs, but these tutorials will still be governed by 
a time schedule (and in some cases, running across a different time 
zone). The need for on demand material is borne from the fact that 
people seeking training may not find any in a time zone suitable to 
them [29]. Accordingly, our lab material is available on demand 
and is time zone agnostic, with participants able to access the 
material at their convenience, and at no cost.  

6.6 Fewer Restrictions 
Since the virtual machine training environment is stored locally, the 
participants have the control to modify the VM infrastructure if 
desired, such as network interface parameters, RAM, CPU core 
count, etc. On machines with sufficient resources, additional virtual 
nodes can be added to the virtual cluster – none of this would be 
possible on a cloud-hosted HPC lab without an internet connection 
or without appropriate administrator permissions. 

6.7 Freedom to Fail 
A benefit of many virtual environments is the ability to perform 
snapshots—an automated point-in-time backup of the virtual 
infrastructure that typically captures the state of the virtual 
resources which can be restored at a later stage. Besides the fact 
that most remotely served HPC labs disable the snapshot feature, it 
would in any event be of limited benefit since the remote resources 
are ephemeral. Since the HPC Ecosystems virtual HPC lab is 
hosted on local machines, participants can secure their workload 
with snapshots whenever they wish, which encourages the principle 
of “freedom to fail” [25, 39]. 

6.8 Persistent Image 
Beyond the benefits of the snapshot feature, the virtual HPC lab 
remains persistent on the local machine indefinitely. Participants 
can perform the training at their own pace, or to explore further 
upon completion of the official training. Notwithstanding the utility 
in having a persistent image for further exploration, we 
acknowledge that it is advisable to keep images up to date and we 
advise participants to regularly update their software stack.  

6.9 Virtual to Physical 
The transition from the virtual HPC cluster to a live physical system 
is trivial—participants can either start over and repeat the process 
on physical infrastructure or they can take the documented steps to 
link the completed virtual management node to physical resources, 
which is a relatively straightforward procedure. The ability to 
transition from the virtual lab to a production system with only 
slight modifications to the virtual cluster brings substantial value to 
the persistent image. 

7 EXISTING ALTERNATIVES 
In addition to tutorials offered at HPC conferences (such as ISC, 
SC, and PEARC), there are many documented training and learning 
opportunities for HPC System Administrators facilitated in the 
Northern Hemisphere. For example: 
• The TACC Institute Series
• Linux Cluster Institute workshops
• PRACE Training Portal

By contrast, it is difficult to locate documented public HPC System 
Administrator training opportunities occurring on the African 
continent. Under these conditions, accessibility to face-to-face 
HPC System Administrator training is affected by geographical 
location. When training events may include an online component, 
the issue of time zone differences may also be a factor. 

7.1 OpenHPC Training 
The official OpenHPC guide states that it is intended for 
experienced Linux System Administrators [34], with current 
training for OpenHPC conducted as short hands-on workshops 
during conferences hosted primarily in the Northern Hemisphere. 
Based on the information presented in Table 1, there have been 
approximately fifteen hours of hands-on tutorials conducted by 
the OpenHPC leadership community to date, with each session 
usually lasting approximately three hours of dedicated hands-on 
training. 
 Some other limited training on OpenHPC is provided at 
research institutions through internships or workshops. For 
instance, Wofford et al. [40] describes a 10-week internship 
program hosted at Los Alamos National Laboratory that includes 
aspects of hands-on OpenHPC experience. Outside of the 
engagements listed and the limited training at research institutions, 
OpenHPC support is informally provided through the OpenHPC 
virtual group.  

Table 1: List of Known Formal Training for OpenHPC 

Event Duration 
in hours 

Year & 
Month 

Description 

SC20 3 2020-11 Tutorial 
SC19 1 2019-11 Birds of a Feather 
PEARC19 3.5 2019-07 Tutorial 
ISC 2019 1 2019-06 Birds of a Feather 
HPCKP’19 0.5 2019-06 Presentation 

SC18 1 
unknown 2018-11 Birds of a Feather 

Tutorial 
DAAC 2018 unknown 2018-11 Presentation 
Open Source 
Summit 2018 3 2018-08 Tutorial 

MVAPICH’18 unknown 2018-08 Presentation 
DevConf.CZ 
2018 0.25 2018-01 Presentation 

SC17 1 2017-11 Birds of a Feather 
MVAPICH’17 unknown 2017-08 Presentation 
PEARC 17 3.5 2017-07 Tutorial 
ISC 2017 1 2017-06 Birds of a Feather 
HPCKP 2017 0.5 2017-06 Presentation 
SC16 1 2016-11 Birds of a Feather 
MVAPICH 
2016 unknown 2016-08 Presentation 

ISC 2016 1 2016-06 Birds of a Feather 
FOSDEM 2016 0.45 2016-01 Presentation 

8 RESULTS AND IMPACT 
Since the launch of the OpenHPC1.3.x Virtual Lab in October 
2020, there have been 226 participants trained in six formal online 
workshops hosted to date, with more than 5,500 views of the 
accompanying online training videos. Notably, the Virtual HPC 
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Lab has attracted participants from outside of Africa, attesting to 
the global relevance as on demand virtual OpenHPC Training Lab. 

8.1 Evaluation & Assessment 
Regular participant assessment is identified as a key component to 
enhancing online learning efficacy [29]. Similar HPC Training 
workshops collect “attendee evaluations for each workshop session 
to ensure topical relevance, assess the instructors, and support a 
continual improvement process for the instructional materials.” [2] 
or daily ‘sticky note’ surveys and end-of-term longer, formal 
surveys [40] To measure the effectiveness of the Training Lab, both 
quantitative and qualitative evaluation must be measured.  

8.1.1 Quantitative Feedback 
Quantitative evaluation of the HPC Ecosystems Virtual HPC Lab 
can be measured by: 
• The number of Virtual Clusters successfully activated on the 

software layer monitoring agent that is associated with the 
Virtual Lab; 

• The number of engagements with GitLab, YouTube, and the 
OpenHPC Virtual Lab guide. 

 
Although the listed measures provide definitive values, the metrics 
themselves may not be meaningful without additional information, 
such as the number of unique users attempting the training material, 
or the number of attempts (and revisits) to the training material by 
a single participant over time. To track each participant of the 
training, a registration form is incorporated for the formal online 
training events, but this does not include measures for informal ad 
hoc consumption of the material. We intend to incorporate 
additional quantitative metrics to measure time-to-completion as 
well as the success rate of the virtual cluster deployments.  

8.1.2 Qualitative Feedback 
Participants are encouraged to provide regular feedback to enhance 
the quality of the content being delivered in future iterations (and 
possibly to allow for quick-response adjustments to issues with the 
course). 

8.2 Risks 
When the HPC System Administrator training is not conducted 
face-to-face, it will be prone to the common risk factors associated 
with exclusively online courses, such as high drop-out rates, 
isolation in an online course, lack of proximity to physical 
hardware, and lack of dedicated technical support for 
troubleshooting [6, 16, 17, 20, 25, 26, 29]. Findings by Michinov 
et al. [28] indicate that there is a correlation between lack of 
participation in discussion forums and low performance in online 
learning environments; to see an improvement, participants should 
be encouraged to participate in online discussions. 
 With both online and virtual learning, participants do not have 
the opportunity to see, touch or interact with actual hardware 
components [26]. Cahill et al. [6] advise providing additional 
instructional resources along with the online content to reduce 
limitations of online-based training. 
 Further risks relate to our specific approach to the digital 
delivery of the training material; the training model requires for the 
resources to be installed on a local machine: 
• Participants are expected to have computers with adequate 

specifications; 

• An internet connection is necessary to connect to the digital 
delivery; 

• Where internet connection is not available, the coordination of 
shipping the modified offline virtual HPC lab potentially to 
international sites. 

9 CONCLUSION 
The move to virtual content delivery for HPC System 
Administrator training has enabled the HPC Ecosystems Project to 
reach a wider and larger audience in a fraction of the usual time. In 
our formal training events, we have observed that the localised 
virtual HPC lab enables many participants that do not complete the 
training during the allotted period to successfully deploy their 
virtual HPC systems later in their own time. 

Cytowski et al. [8] observe that there is no universal learning 
solution – “various solutions and platforms need to be carefully 
selected for different groups of interest” – accordingly, much of 
what is asserted in this case study was initiated with the narrow 
project scope of HPC Ecosystems community members in mind. 
We acknowledge that hosted HPC resources are also helpful in 
facilitating HPC training and there is certainly merit in adopting a 
hosted platform for certain types of training or audiences.  
In all considerations, in order to deliver a solution that meets the 
requirements of the HPC Ecosystems audience (who are all 
considered RCE’s), emphasis has been placed on scalability, 
sustainability, and self-sufficiency.  
 While cloud-computing resources can be used for virtual labs 
[2] these can prove costly and inaccessible for participants with 
internet connectivity constraints, such as those present in RCE’s. 
Catering for offline interaction with a virtual lab not only expands 
accessibility but offers limitless scalability since each participant 
will be hosting their own virtual cluster infrastructure.  
 Through the development of a virtual training lab that does not 
rely on a remote cloud for HPC resources, we believe we have 
identified a sustainable and scalable solution for practical HPC 
training that reaches further than the HPC Ecosytems community: 
an accessible on-demand self-paced virtual HPC lab where the 
HPC resources remain available indefinitely on a user’s local 
machine. 

10 FUTURE WORK 
An updated version of the Virtual HPC Lab (OpenHPC 2.x) is 
ready to launch in 2023Q3. Further work is underway to develop 
additional HPC modules that can be treated as additional 
standalone courses or used as ‘bolt-on’ modules to the foundational 
virtual 3-node cluster that is deployed in the Virtual HPC Lab.  
 Future planned OpenHPC modules include OpenOnDemand 
[14]. We currently have a group of supporters and contributors 
from numerous countries who are offering time and resources 
towards developing our future content and we always welcome 
more!  
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