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ABSTRACT
High-performance computing (HPC) is an important tool for re-
search, development, and the industry. Moreover, with the recent
expansion of machine learning applications, the need for HPC is
increasing even further. However, in developing countries with
limited access to the HPC ecosystem, the lack of infrastructure,
expertise, and access to knowledge represents a major obstacle to
the expansion of HPC. Under these constraints, the adoption of
HPC by communities presents several challenges. The HPC Sum-
mer Schools are an initiative of CyberColombia that has taken place
over the past 5 years. It aims to develop the critical skills, strategic
planning, and networking required to make available, disseminate,
and maintain the knowledge of high-performance computing and
its applications in Colombia. Here we report the results of this
series of Summer Schools. The events have proven to be successful,
with over 200 participants from more than 20 institutions. Partici-
pants span different levels of expertise, including undergraduate
and graduate students as well as professionals. We also describe
successful use cases for HPC cloud solutions, namely Chameleon
Cloud.

1 INTRODUCTION
Supercomputers are of paramount importance in solving critical
challenges inmany fields. Some of these are atmospheric simulation,
genome sequencing, and cybersecurity, to name a few [15]. In
Colombia, this area is developing at a slower pace in comparison to
leading countries such as the USA, Japan, and European countries.
Colombia only spent 0.29% of its Gross domestic product (GDP)
on Research and Development according to the UNESCO statistics
[23]. This level of investment is 0.92% behind South American
countries such as Brazil, which is one of the leading Latin American
countries in supercomputing technology. Differences in investment
levels on the development of supercomputers [10] and adoption
of HPC are some of the factors that heavily influence this gap. On
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the other hand, Colombia is facing technological, economic, and
educational challenges despite the efforts made by universities, and
public and private institutions to promote the development of this
area. However, initiatives that provide access to HPC resources such
as SCALAC [12], RedCLARA [12], and HPCAmericas Collaboration
[9] still thrive.

Education in HPC is not only a critical concern in Colombia, but
also in supercomputing leading countries [10, 19]. There is a gap
between the speed at which new technologies are developed com-
pared to the speed at which they are adopted. The HPC Summer
Schools presented in this paper are an initiative of CyberColombia1
[16], that aims to develop critical skills in HPC, strategic planning
for HPC centers, and provide networking opportunities for the
national community. We focus on these objectives as we consider
them to increase the availability of knowledge of high-performance
computing and its applications in Colombia. We also make a great
effort in the establishment of collaborations and virtual organiza-
tions around common practices, tools, and data usage. Learning
from the experience of already developed HPC communities world-
wide, we emphasize multi-institutional collaborations, considering
actors from industry, academia, and the international community.

The upcoming sections are organized as follows: Section 2 presents
the main Colombian High-Performance Computing education and
training event, the High-Performance Computing Summer School
(HPCSS). Here we briefly describe (i) the main goals of this ini-
tiative, (ii) how the initiative has managed to persist during the
pre-pandemic, pandemic, and post-pandemic periods, and (iii) what
makes our initiative different to already existing ones. Section 3
describes (i) the timeline of events and decisions consolidating the
HPCSS and statistics depicting the progression of the initiative. The
latest version of the initiative, HPCSS 2023, which we consider the
most successful, is detailed in Section 4. This work concludes in
Section 5, where learned lessons and future directions are discussed.

2 SUMMER SCHOOLS
The High-Performance Computing Summer School (HPCSS) initia-
tive was primarily motivated by already established non-local HPC
education and training programs such as the Supercomputing Camp
(SC-Camp) [22] and the Argonne Training Program on Extreme-
scale Computing (ATPESC) [7]. Nevertheless, we have created a

1https://cybercolombia.org
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program that closely matches the country’s current ecosystem and 
difficulties and it is tailored to resolve them. Over time, we have 
adopted methodologies, such as the multi-site and virtual delivered 
training, established on scientific environments like XSEDE [24]
(nowadays ACCESS [6]) to enhance the effectiveness and reach of 
the Summer Schools program.

2.1 Objectives and Differences
Our summer schools have mainly two objectives: (i) bring aware-
ness in Colombia of the broad array of research and career oppor-
tunities in areas supported by HPC, and (ii) promote cooperation 
between academia, industry, and international entities. In a 
nutshell, our program seeks to generate HPC expertise needed in 
Colombia [14] while broadening the community.

There are currently several HPC initiatives worldwide that tar-
get HPC education. The National Science Foundation in the United 
States of America created the Engineer Discovery Environment 
(XSEDE) [24]. This program ran from 2011 to 2022, and its focus 
was on sharing education and infrastructure for advanced services 
such as supercomputers. XSEDE offered a variety of online lectures 
and other training distributed across XSEDE sites. This program 
was then replaced in 2022 by the Advanced Cyberinfrastructure Co-
ordination Ecosystem: Services and Support (ACCESS) [6], which 
currently has a similar idea, but it has been focused on increasing 
HPC resources and community development. Despite the success 
of these programs, they have been created mostly to tackle the 
needs of the community in the United States. Likewise, the US De-
partment of Energy’s leadership computing facilities (e.g., NERSC 
[4], ALCF [1], OLCF [18], etc.) run a series of training programs 
that include long training sessions (e.g., ATPESC). However, these 
programs are made to increase the knowledge of already existing 
users of their facilities, as well as encourage users with applications 
that are ready to be ported to these machines to apply for alloca-
tions. Unfortunately, these criteria create a really high bar for many 
researchers in Colombia who are just learning to use these systems.

Worldwide, there are also other supercomputing training pro-
grams. The International SuperComputing Camp [22], a non-profit 
event for training HPC, is held annually in different parts of the 
world. The International HPC Summer School [3], sponsored by 
different organizations around the world, has been an excellent 
option since 2010. More recently, the Latin American Introductory 
School on Parallel Programming and Parallel Architecture for High-
Performance Computing organized by the International Center 
for Theoretical Physics (ICTP), focuses on parallel and distributed 
computing for scientists. Additionally, a large number of initiatives 
across multiple other countries and institutions [2, 5].

Despite the large number of options currently in the market, our 
program has a fundamental difference that makes it valuable. First, 
most of the already existing programs are created for those scien-
tists who already have a need for HPC. Many of these participants 
have already been exposed to the idea of High-Performance Com-
puting and are looking to expand their knowledge. As previously 
mentioned, the low investment in HPC in Colombia has resulted 
in limited exposure to the area of HPC to the large majority of 
scientists, students, and professionals. Furthermore, there is a lack 
of a strong HPC community in the country that does not have the

necessary grounds to grow. Our focus is to tackle these problems. 
Our low entry bar allows many to participate.

Furthermore, we strongly encourage the interaction of members 
from different institutions. Thus, helping to increase the visibility 
and sense of community for these individuals, providing an ex-
perience that they would not have in their own institutions. The 
emphasis on networking aims to increase connections across institu-
tions and individuals that could result in longer-term collaborations. 
In general, we see ourselves as facilitators of HPC in Colombia, and 
we expect that our participants can, in the future, take part in more 
advanced programs as those mentioned earlier.

2.2 Summer School Evolution
The annual HPCSS series program started in 2018. It represents 
the main high-performance computing informative and training 
event organized and delivered by CyberColombia. Our organization 
works in collaboration with local universities serving as hosts for 
the events and national (Colombian) and international institutions 
such as Universidad de los Andes (academia), Argonne National Lab-
oratory (research), and NVIDIA (industry) participating as speakers 
or mentors.

The lockdown generated as a response to the SARS-CoV-2 pan-
demic posed great challenges to the development of activities of 
many organizations, and CyberColombia was not an exception. 
However, it also opened the opportunity to test communication 
technologies that we had not considered up to that moment and 
expand our international collaborations. For this reason, we will 
divide the development of the HPCSS into 3 consecutive periods of 
time: From 2018-2019 (pre-pandemic), from 2020-2022 (pandemic), 
and from 2023 onward (post-pandemic).

During the pre-pandemic period, the summer schools consisted 
of two main parts: (i) informative talks given by international speak-
ers on various HPC-related topics, and (ii) practical workshops 
supervised by both professors from academic institutions and out-
reach staff from research institutions or industry. These first itera-
tions of the summer school were 5-day events. Each day, we started 
with a keynote speaker who would help to motivate the materials 
presented during the day. Following, a series of hands-on tutorials 
were conducted. The topics of the tutorials were mostly introduc-
tory rather than driven by particular use cases. Among some of 
the topics that were covered are: introduction to HPC infrastruc-
ture, introduction to C and C++, introduction to job scheduling 
technologies (e.g., Torque, Slurm, PBS, etc.), introduction to parallel 
programming (e.g., OpenMP, OpenACC, Pthreads, etc.), introduc-
tion to accelerators programming (e.g., CUDA, OpenACC), and 
introduction to distributed Programming (e.g., MPI).

In the pandemic period, the events were switched from an in-
person modality to a fully virtual experience. However, this transi-
tion did not come free of challenges when switching the talks and 
tutorials to a virtual environment. First, selecting a proper video 
conferencing software. Not only there were personal preferences 
in the attendees and speakers, but also different organizations and 
participating institutions had their own set of rules and preferences 
with respect to this matter. As a result, different sessions required 
us to switch from one videoconferencing software to another. Ad-
ditionally, we also noticed that it was more difficult to  keep the
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audience engaged in a virtual environment. Consequently, tuto-
rials had lower interaction and participation from the attendees,
diminishing the learning process. Another challenge brought by a
virtual event was a reduction of networking opportunities between
attendees. In-person sessions force participants to be face-to-face
during several parts of the event. In contrast, virtual attendees do
not require an active engagement, thus reducing the incentive to
discuss ideas in a casual way or to engage in random conversations.
Despite our efforts, most participants did not have the initiative to
participate. Finally, virtual sessions proved to be more exhausting
for participants and speakers. Maintaining the same position in
front of a device considerably increased fatigue.

However, the virtual settings opened certain opportunities that
were not possible before. The lack of a venue, catering, and travel ex-
penses for speakers makes virtual meetings less costly to organize.
For participants, it is also easier to attend, as the time and costs of
traveling and accommodation are no longer present. These factors
were reflected in lower registration fees, a factor that was particu-
larly important for attendees with low-income levels in the country.
As a result, the 2020, 2021, and 2022 versions of the HPCSS featured
an increased level of international participation from both atten-
dees and speakers/mentors. Furthermore, the scholarships, usually
offered to a few participants who could not afford the registration,
now were available for a larger number of people. Additionally,
under normal circumstances, high-impact researchers and profes-
sionals would have a harder time scheduling a multi-day trip to the
country. The lower time and personal commitment of speakers in-
creased the chance to secure more impactful content. Finally, prior
to the pandemic, we used different university venues that offered
their facilities for our event. However, this reduced the visibility
of CyberColombia as the main organizing partner. It also meant
that other institutions would be more cautious about advertisement
and participation. By removing dependencies on physical venues,
CyberColombia, and our initiatives, were decentralized, allowing
us to be a more neutral actor in the country and further increasing
our collaborations with a wider range of institutions.

During the pandemic, the 5-day format was maintained, but the
topics of the talks shifted from HPC core concepts to its applica-
tions. From this point on summer schools were more application ori-
ented. We maintained the HPC focus, but, by considering a primary
topic and a hot or emerging topic, we increased participation from
domain-specific sectors. For the 2020 version, the main topic was
HPC in Data Science and Artificial Intelligence, while the emerging
topic was HPC against COVID. In 2021, a substantial amount of
talks and tutorials were conducted in Convergence HPC, IA, and
Big Data; but some of them were treated as emerging topics such
as Quantum Computing. The 2022 version was concentrated on
Space exploration and High-performance computing. While most
of the tutorials during this period remained focused on the basics
of HPC, new topics like the use of Matlab for HPC and quantum
computing were also present.

Lastly, the post-pandemic era and the latest edition of the HPCSS
was held in 2023. It will be addressed in more detail in Section 4.

3 SUMMER SCHOOLS IN NUMBERS
The progression of CyberColombia events over time has shaped 
what nowadays is called the HPCSS. The commitment to introduce 
Colombians to the world of HPC started in 2016 with a workshop 
held at Universidad Distrital de Colombia. In 2017, Universidad 
Distrital de Colombia welcomed students from multiple universities, 
fostering a diverse, inclusive, and cooperative learning environment. 
In 2018, the initiative was formally constituted as the HPCSS series, 
with the first edition taking place at Universidad de los Andes.

Also in 2017 the Earlham Institute, Colciencias, BRIDGE Colom-
bia, and GROW Colombia launched the C3 Biodiversidad (C3) initia-
tive; “aiming to promote a research cyberinfrastructure in Colombia 
for the analysis of the natural and agricultural biodiversity” [13]. In 
2019, C3, Grow Colombia, and organizers of early versions of the 
Summer School series joined efforts to create CyberColombia. The 
result was a more formalized version of the HPCSS program that 
helped us tackle challenges in data-intensive science in Colombia 
from critical research areas including computational biology [16]
[14]. From 2020, the HPCSS turned into a virtual event as explained 
in section 2. The following sections present statistics characterizing 
the estimated impact of the above-mentioned events in the progres-
sion of the HPCSS over time. Metrics on participation in attendance 
and mentoring, as well as some demographic data through the 
years, are described.

3.1 Participation Over Time
Figure 1 illustrates attendance and participation of speakers/mentors 
over time, the number of participating organizations (affiliations) 
in every case is also depicted. Note that in 2019, the event took 
place in its traditional, in-person format, whereas in 2020-2021 
(pre-pandemic) and beyond (starting from 2022, post-pandemic), it 
transitioned to a virtual format.

As seen in Figure 1a, the beginning of virtual experiences in 
2020, encouraged attendance at a wide variety of events given the 
ease of access, savings in transportation times, and cost reductions. 
Nevertheless, the transition to the virtual experience had three 
associated drawbacks, impacting participation during periods 2021 
and 2022. First, we lost the student-university interaction. Second, 
the large exhaustion of virtual meetings among participants dis-
couraged people from taking part in these events. Third, our focus 
on specialized topics forced us to open new doors thus limiting our 
ability to reach out to a larger number of participants.

Despite receiving virtual support from the hosting university, 
challenges persisted due to students not being in an optimal learn-
ing environment and the inability to effectively gauge students’ 
emotions and progress during talks and tutorials.

More so, the full-day week-long program turned out to be dif-
ficult for participants. We noticed a high dropout rate in the last 
days of training, especially during the 2021 and 2022 versions. We 
attributed the high desertion rate to the considerable burden of 
commitments acquired by the participants given the virtual experi-
ence and the psychological effects generated by the confinement 
situation during the pandemic. The above-mentioned situation led 
us to reformulate our program from one week to a three days com-
prised format and maintain the virtual experience for the latest 
version of the event, HPCSS 2023.
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Figure 1: Participation over time

Figure 1b shows the number of speakers and speakers’ affiliations. 
The variation across versions can be attributed to different factors. 
The virtual experience also encouraged speakers’ and mentors’ 
participation and promoted a larger diversity of academia, industry, 
and public and private institutions. Moreover, the change in focus 
area across the different versions increased or reduced the need for 
different speakers as well as our ability to recruit impactful ones.

Virtual events also provided a better opportunity to include more 
speakers and institutions, as mentioned in section 2. However, this 
virtual-only mode also significantly reduced the speakers-attendees 
interaction, finally reducing the impact of their participation in the 
attendee’s professional development and networking opportunities.

We made significant progress on strengthening the speakers-
attendees relationship on the last version of the event, HPCSS 2023 
which is detailed in Section 4.

3.2 Participation Over Time per Sector
Tables 1 and 2 illustrate the number of HPCSS attendees and the 
number of institutions participating with speakers and/or mentors 
for tutorials. Note that both the total number of attendees and par-
ticipating institutions over time are disaggregated across sectors. 
Academia includes universities; research includes research laborato-
ries and institutions; industry includes national and multi-national 
companies; and other includes other public, private, and non-profit

organizations.

Year\Sector # academia # research # industry # other

2019 14 - - 7
2020 30 5 - 12
2021 21 - 1 13
2022 26 1 1 -
2023 75 - - -

Table 1: Attendance per Sector Overtime

Year\Sector # academia # research # industry # other
2019 6 - 1 -
2020 5 3 6 -
2021 5 4 7 1
2022 2 4 6
2023 5 - - -

When comparing Tables 1 and 2, it is worth noting the difference 
in participation across sectors in attendance against institutions 
giving talks or mentoring tutorials. While institutions across sectors 
are more diverse, i.e., the attendance force is highly concentrated 
in academia.

Although our future goal is to make a more diverse attendance 
across sectors, academia is where we have found potential for the 
HPCSS program to make a meaningful and far-reaching impact. 
This is because academia is where future research and industry 
workforce develop fundamental technical and critical skills, in the 
realm of a learning environment, to face more specific, and complex 
problems in research laboratories and the industry.

Finally, the diversity in participating institutions has served two 
vital purposes: firstly, it has reaffirmed the sector’s commitment 
to developing education in HPC in Colombia. Secondly, it has en-
abled us to keep the school’s curriculum updated and relevant, 
incorporating cutting-edge tools and real-world applications.

3.3 Inclusivity
In order to incentivize the participation of underrepresented com-
munities and guarantee inclusivity across underrepresented groups, 
we offer open-to-all scholarships for attendance on every version of 
the summer school. Acceptance was granted to participants (general 
public) who demonstrated in their applications how the summer 
school program would benefit their interest in career opportunities 
or strengthen ongoing research. We also consider the need to in-
crease the participation of underrepresented groups in STEM, such 
as women in science communities, and low-income communities in 
the country. Although we slightly increased female attendance, the 
gap between men and women who participate in this kind of event 
is still high, as shown in Figure 2. Nevertheless, we understand that 
gender equality in science is a progressive transformation process.
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3.4 Influence on Attendance and Collaboration
The Summer School has impacted more than 200 students in more 
than 20 institutions, as shown in Figure 3. This achievement owes 
itself to the collaborative effort of 27 organizations comprising uni-
versities, research institutions, and the industry, as described in 
Figure 4 and Table 3.

# of Attendees

A
tte

nd
ee

s 
af

fil
ita

tio
n

ICP/Ecopetrol

IDEAM

Instituto Humboldt

Mercadolibre

Oak Ridge National 

Polyt. University of 

U. Minuto

U. Autónoma

U. Antioquia

U. Bosque

U. Tecnológica De 

U. Autónoma de 

U. del Cauca

U. Javeriana

Agrosavia

U. de Antióquia

U. del Valle

U. de Cartagena

U. del Rosario

U. EAFIT

U Nacional

U. Distrital

Not known

U. de los Andes

0 10 20 30 40 50

Figure 3: Number of attendees per institution (2019-2023)

4 HPC SUMMER SCHOOL 2023: A
DISTRIBUTED EVENT

As a result of our experiences before and after the SARS-CoV-2
lockdowns, we were able to use both remote and in-person tools to
plan and carry out the HPCSS initiative in 2023. The possibility of
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Table 3: List of Institutions Participating (with Speakers or 
Mentors) per Country (2019-2022)

Institutions Country

UNESP Center for Scientific Computing Brazil
NVIDIA United States
Universidad de los Andes Colombia
Universidad del Valle Colombia
Universidad Industrial de Santander Colombia
KAUST Supercomputing Core Laboratory Saudi Arabia
University of Delaware United States
IBM United States
University of Tennesse United States
Pittsburgh SuperComputer Center United States
AWS United States
10x Genomics United States
PSL Colombia
Oak Ridge National Laboratory United States
Argone National Laboratory United States
University of Buenos Aires Argentina
Loyola University United States
MathWorks United States
Argonne National Laboratory United States
Coiled United States
Universidad del Rosario Colombia
National Aeronautics and Space Administration (NASA) United States
Universidad Distrital Colombia
Cybercolombia Colombia
Renata Colombia
Earlham United Kingdom
Microsoft United States
Barcelona Supercomputing Center Spain
Universidad Industrial de Santader Colombia
ATOS France
McMaster University Canada
iMMAP Colombia Colombia
USGS Geologycal Survey United States
UbiHPC Colombia
European Space Agency (ESA) France
DYMAXION LABS Argentina

creating a hybrid remote-in-person event offered a way to scale the 
initiative by including more actors, particularly universities. These 
multiple institutions were willing to act as decentralized venues 
for the event, connecting all of them remotely but maintaining the 
in-person character of the workshops within each venue. Similar 
approaches have been taken by XSEDE and related programs.

A big challenge for this modality is to procure centralized access 
to the hardware and software used to run the tutorials. Decentral-
ization has the potential to reduce coherence and coordination,
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ultimately diminishing the experience for participants. After evalu-
ating multiple options including in-house solutions, request alloca-
tions to leadership computing facilities, and cloud, we decided to
use Chameleon Cloud 2.

Chameleon Cloud [17] is a “large-scale, deeply reconfigurable
experimental platform built to support Computer Sciences systems
research” [8], and it provides testbeds as instruments for research,
as well as education. CyberColombia’s HPCSS initiative, being an
educational project, benefits greatly from the resources offered by
Chameleon Cloud, providing the centralization of computing and
software that the distributed modality requires.

In this section, we describe the methodology behind this last
version of the Summer School. Here we explain the general organi-
zation, the program at a glance, supporting material, the challenges
encountered, and how we managed to solve them.

4.1 Organization
Figure 5 provides a visual representation of the general structure
of the Colombian HPCSS 2023. For this version, we partnered with
five universities located in Colombia’s primary metropolitan areas
(Bogota, Medellin, and Cartagena). Faculty professors at these uni-
versities, referred to as leaders, were responsible for (1) encouraging
participation in the event at their respective universities; (2) select-
ing students (up to 15) as well as a group of volunteers ranging from
one to eight; and (3) providing a suitable space at their institution
for students to receive the training and interact with each other.

CyberColombia, as the primary organizer, conducted two meet-
ings with the leaders prior to the event. In the first meeting, the
methodology and organization of the event were explained. In addi-
tion, individual sessions were scheduled to carry out network tests
for the transmission (i.e., audio and visualization) and connection
to the HPC platform. In the second meeting, the aforementioned
tests were carried out in the rooms designated for the student’s
training. These technical tests enabled us to assess the transmission
delay between universities and identify any connection issues from
the universities to the HPC on Cloud infrastructure.

Furthermore, CyberColombia provided training materials and
facilitated access to the HPC on Cloud platform in advance for
volunteers, ensuring that these participants were well-informed
about the content and adequately prepared to address minor issues
and questions.

During the event, a team of four CyberColombia speakers and
mentors, alongside two highly experienced volunteers, delivered
both theoretical and hands-on content via Zoom, while also offering
continuous support through Slack. Active support for students
was presented by leaders of each institution and volunteers in
the host sites along with the remote team. Professors at host sites
not only reinforced the online-delivered content in person but
also gauged students’ comprehension and involvement with the
material. During the event, they provided valuable feedback on
what was the environment at each site, allowing us to adapt our
progress accordingly. To say it simple, faculties and volunteers were
our eyes on site.

2https://chameleoncloud.org/

Other responsibilities of each institution included: catering, col-
lection of the registration fee, dealing with administrative proce-
dures and permits, and generation of the necessary certificates.

4.2 Program at a glace
Table 4 depicts the HPCSS 2023 Daily schedule. The summer school
program featured two discussion forums along with five introduc-
tory training that included both theory and hands-on tutorials.

Table 4: HPCSS 2023 - Daily schedule

TIME DAY 1 DAY 2 DAY 3

8:00 - 900 Welcome Colombia in HPC:
Discussion Forum

Landscape of Supercomputing
in Colombia: Discussion Forum

9:00 - 9:30 Coffee break

9:30 - 12:30
Track 0
Parallel Computing
Fundamentals

Track 2
Paralle Programmin
with OpenMP

Track 4
Parallel and Distributed
Programming with Python

12:30 - 13-30 Lunch

13:30 - 16:30 Track 1
C++ 101

Track 3
Distributed Programming
with MPI

Networking / Closing

4.3 Tutorial topics and material
The objective of this iteration of the summer school was to introduce
the participants to the general concepts of parallel programming,
as well as the basic hardware and software tools that are used. The
tutorial is planned for 20 hours, divided into 3 days. The topics
presented to the participants are divided into sections as follows:

Introduction to HPC. To motivate the whole program, the par-
ticipants were first introduced to Moore’s proposal for the growth
of computational power in time and its limits. We described lim-
itations posed by energy consumption, heat dissipation, and the
physical limits of miniaturization of the transistor. The concepts
of concurrent, parallel, and distributed computing were then in-
troduced as solutions to the computational scaling problem. The
concepts of process and thread were also presented here, along
with common metrics used for assessing the success of parallel
solutions such as speed-up, weak scaling, and strong scaling. This
introductory section was then finalized with some examples and
exercises using Python’s threading module. We have chosen Python
as it is a widely known language with a simple syntax, while the
threading module allows the participants to manually create and
destroy threads, consolidating the concept of the fork/join model
as a basis for many parallel tasks.

Introduction to C++. The basic frameworks commonly used in
HPC are OpenMP and MPI. However, before we can discuss them,
we need to introduce C++, a language with solid and up-to-date
implementations of these frameworks as well as a staple in the field
of HPC. Many new programmers have not been introduced to this
language. Thus, we used this tutorial section to introduce C++’s
syntax and the basic structure of code. In particular, this section
introduced the strong-typed nature of C++, the basic syntax for con-
ditionals, loops, and functions, as well as the concepts of references
and pointers. These latter are frequently used in memory copying
operations in HPC, especially during accelerator programming.

Parallel computing with shared memory. In this section, the
fork/join model was explored further. This section explained how to
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Figure 5: Colombain Organization of the High-Performance Computing Summer School 2023

implement parallel solutions in C++ using the OpenMP framework 
and deploy them on multi-core CPUs. The participants learned 
how to fork and join the flow of the program by creating threads 
with the #pragma omp parallel directive, as well as creating parallel 
loops and tasks. Several examples and exercises were provided 
to consolidate these concepts. The participants are encouraged to 
estimate the speedup of their parallel solutions. The tutorial used 
for this section is publicly available at [11].

Distributed computing. The concept of distributed computing 
was explored using C++ and MPI. The participants learned that to 
use several machines or nodes concurrently, a message protocol 
between nodes is needed. Using examples and hands-on exercises, 
participants learned how to initialize MPI to create the processes 
and perform point-to-point communications to send and receive 
messages between individual nodes.

Parallel computing with Python. Data science (DS) and arti-
ficial intelligence (AI) have gained great predominance. A  great 
amount of the computational work in this field is done using Python. 
In this final module, the participants had the opportunity to work 
with Dask [21], a Python framework that allows the scaling of pop-
ular Python modules used for DS and AI. Dask performs the scaling 
by parallelizing the Python code, allowing the programmer to work 
with large amounts of data.

4.4 Technical Aspects
Teaching fundamental skills in parallel and distributed comput-
ing, the building blocks of High-Performance Computing, presents 
unique pedagogical challenges [19, 20]. These challenges extend 
beyond just delivering content to students; they also encompass 
the crucial task of ensuring access to the appropriate technolog-
ical tools for a comprehensive and effective learning experience 
integrating both theory and practice.

When it comes to enabling the appropriate technological tools, 
the primary concern resolves around access to a flexible, config-
urable, and user-friendly HPC infrastructure. On this matter, our 
teaching infrastructure has shifted over different HPC solutions, 
providing considerable improvements every year.

Back in 2018, our main education infrastructure was based on an
in-house university cluster. This required direct coordination and
constant support from the facilities team. Challenges like account
management, network restrictions, and unsupported software were
common. Other solutions involved shared time in cloud computing
services such as Amazon AWS and Google Cloud. However, the
credits were often not enough. Access required additional steps for
the users and the final result was not representative of leadership
computing facilities worldwide (e.g., no batch scheduling).

Most recently, we deployed all our infrastructure using Chameleon
Cloud [17]. This solution has proven to be the right middle point
between resembling HPC ecosystems and having enough control
over the configuration. Chameleon Cloud enabled us to allocate
bare-metal HPC computing nodes located in leading HPC comput-
ing facilities such as Argonne National Laboratory and Texas Ad-
vanced Computing Center. The allocated instances are provisioned
using ready-to-use Ansible playbooks, developed and maintained
by CyberColombia for the HPCSSs. The provisioned software stack
typically includes Slurm (workload management system), C/C++
and C-lang (compilers) with support for OpenMP, CUDA, OpenMPI,
JupyterHub (for user-HPC interaction), and Jupyter notebooks (to
deliver theoretical and practical content). Recently, we updated our
software stack to include data analytics frameworks such as Dask;
comprising interfaces like Dask-jobqueue, enabling the interaction
of the framework with the workload management system.

Jupyter notebooks have garnered significant momentum as a
powerful tool for interactive “human-in-the-loop” based research.
However, care should be taken in the way they are used for teaching,
particularly because the format does not resemble a genuine user-
HPC system interaction. Nonetheless, for training and education,
they substantially reduce the learning barriers.

As the HPC system is managed with the Slurm scheduler to
provide isolation between different executions and deliver the per-
formance expected in parallel and distributed applications, we did
not write executable code directly into the notebook’s cells. Instead,
the notebooks provide the guidelines to edit pre-filled source files,
then source files are compiled and sent to the scheduler through
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customized commands inserted on notebooks’ cells. These com-
mands provide interactive job submissions, timing, and memory
and CPU usage tracking. This approach allowed us to maintain
an interactive learning experience without delving too deeply into
the intricacies of job submission. The primary goal of the sum-
mer school is for students to grasp the potential of parallel and
distributed computing.

5 LESSONS LEARNED AND FUTURE
DIRECTIONS

From the experience conducting HPC training events in Colom-
bia, we concluded the following lessons learned: First, although 
virtual events stimulate participation in both speakers/mentors and 
attendees, this approach presents several drawbacks in the long 
term such as the lack of interaction among participants (student to 
student, students to mentors, and students to university), the lack 
of an appropriate learning environment, the lack of proper super-
vision of progress, among others. To overcome these challenges, 
we reintroduced in-person events while simultaneously sustaining 
remote content delivery, allowing us to expand our reach across 
multiple universities. Professors, on-site volunteers, and remote 
experienced volunteers played essential roles in providing students 
with a real-time, supportive learning experience. Secondly, in prior 
editions of the event, we observed that a significant number of par-
ticipants lacked a fundamental understanding of HPC, leading to 
feelings of overwhelm and frustration when exposed to advanced 
materials and use cases that were beyond their current understand-
ing. To address this concern, we reformulated our program into 
five tracks: Track 0. Parallel Computing Fundamentals, Track 1. 
C++ 101, Track 2. Parallel Programming with OpenMP, Track 3. 
Distributed Programming with MPI, and Tack 4. Parallel and Dis-
tributed Programming in Python. Finally, HPC in cloud solutions 
such as Chameleon Cloud played a paramount role in decentralizing 
our training efforts and amplifying our overall impact.

Future works will focus on tracking students’ progress beyond 
the summer school and incentivizing their participation in the 
initiative, enabling them to contribute to the expansion of our pro-
grams across various locations and sectors, in different modalities 
(monthly talks, short tutorials, work-in-progress showcases).
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