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ABSTRACT

Researchers and developers in a variety of fields have benefited
from the massively parallel processing paradigm. Numerous tasks
are facilitated by the use of accelerated computing, such as graph-
ics, simulations, visualisations, cryptography, data science, and
machine learning. Over the past years, machine learning and in
particular deep learning have received much attention. The de-
velopment of such solutions requires a different level of expertise
and insight than that required for traditional software engineering.
Therefore, there is a need for novel approaches to teaching people
about these topics. This paper outlines the primary challenges of
accelerated computing and deep learning education, discusses the
methodology and content of the NVIDIA Deep Learning Institute,
presents the results of a quantitative survey conducted after full-day
workshops, and demonstrates a sample adoption of DLI teaching
kits for teaching heterogeneous parallel computing.
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1 INTRODUCTION

Research and development have been transformed by the advance-
ment of accelerated computing (AC). At present, the computational
power of a single workstation is comparable to the power of a super-
computer of the past. Furthermore, the top supercomputer of today
has broken the exascale barrier [23]. Due to the growing amount of
data available, the significant enhancements in accelerated comput-
ing, and novel scientific results, deep learning (DL) [9] has become
the most powerful tool for modeling real-world processes based on
observations. In a neural network, the trainable parameters realized
as a computational graph, are capable of learning various high- and
low-level abstractions of the process being modeled, which is also
referred to as feature learning. The modeling is performed hand
in hand with the feature learning part in order to align the ’best’
features with the ’best’ model. Deep neural networks are scaling
well - if more data is available, than a larger model can usually
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achieve better accuracy [6]. A robust hardware and software archi-
tecture for deep learning is capable of supporting the computational
requirements. Aside from the ability to model speech [20] and vi-
sion [25] functions, deep learning is among the basic techniques
for natural language processing [3], predictive maintenance [21],
and anomaly detection [17], just to name a few areas. Profession-
als who are skilled in developing accelerated computing and deep
learning solutions are in great demand. In these fields typically
Pi or comb-shaped skills [10] are needed. A good understanding
of fundamentals, programming skills, and project experience are
essential even for a junior, which slows down the learning curve [8]
compared to traditional education in software engineering. Besides
higher education (HE), reskill [4] and upskill offerings of tech giants
(like NVIDIA, Google, Amazon Web Service, Microsoft, etc.) and
of vocational education training (VET) providers are among the
possible options. Our paper discusses the main challenges in accel-
erated computing and deep learning education, demonstrates the
methodology that was implemented in two universities based on
the NVIDIA Deep Learning Institute (DLI) materials, and presents
and discuss the results of the delivered contents.

2 EDUCATION
2.1 Accelerated Computing Education

Accelerated computing enables speed-up in program executions by
leveraging hardware resources [5]. While instruction-level paral-
lelism implemented in earlier superscalar processors provides per-
formance optimizations and often does not need specific code mod-
ifications, leveraging multiple cores in a parallel system requires
significant programming effort. Understanding the massively par-
allel execution and resource utilization in heterogeneous platforms
with many-core GPUs requires expertise in architecture-aware pro-
gramming.

While it is possible to introduce accelerated computing concepts
in high-level directive-based programming models like OpenACC
or OpenMP [2], teaching fine-grained programming based on low-
level programming models like CUDA [7] or Pthreads can be an
option to enable more parallelism opportunities for performance
improvements in target executions.

For teaching heterogeneous computing, there are efforts to intro-
duce parallel programming in different stages of undergraduate and
graduate university education [18, 19]. Besides formal university
courses, Massive Open Online Courses (MOOC)-style platforms
enable people to learn about diverse topics by maintaining online
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courses. This solution seems promising as MOOC serves high-
quality content from various qualified instructors and provides
cloud infrastructure with software and hardware setup.

2.2 Deep Learning Education

Teaching deep learning can be approached in a variety of ways.
Among the most common methods are:

Bottom-up: Generally, fundamentals such as probability theory,
algebra, data analysis, and machine learning are taught first. Based
on these concepts, backpropagation, stochastic gradient decent
(SGD) and its variants, regularization techniques and traditional
and modern neural architectures are described. Programming tasks
and deep learning applications follow the fundamental components.
Due to the fact that learning the fundamentals takes a considerable
amount of time, this approach is usually taught in HE institutions
as BSc and MSc programs. A combination of MOOC courses can
also follow this approach.

Top-down: In order to gain practical experience as early as
possible, the education begins with high-level programming exam-
ples. Following the first impression and the experience of success,
participants are instructed on the fundamentals in greater detail.
Depending on the length of the educational program, the depth of
fundamentals may vary. In shorter courses, in MOOC courses, as
well as in multi-semester programs for higher education, top-down
approaches can be effectively incorporated.

Application-oriented: It is similar to the top-down approach,
however it is geared towards a specific application domain, such as
speech, computer vision, natural language processing, predictive
maintenance, etc. Furthermore, the fundamentals are briefly dis-
cussed, mostly. Essentially, the goal is to gain knowledge about
how to use DL tools in order to solve some specific problems.
Application-oriented deep learning education are usually done in
one to few-days trainings, workshops and boot camps.

Project-based [22] and on-the-job training: This focuses on
some specific problem, which is often related to a real-world project.
This approach allows corporate employees to gain deep learning
experiences while working on their primary duties. In this case,
not only the modeling but the data collection, preparation, feature
engineering, and evaluation might be included in the training. In
order to conduct a project-based or on-the-job training, senior deep
learning experts are needed as instructors, who understand the
problem, identify potential pitfalls, assist the employees in finding
a solution (in which the expert is also involved), and evaluate that
solution appropriately. A bootcamp or consultation service can be
implemented using this approach.

3 METHODOLOGY

In this paper, we describe how NVIDIA Deep Learning Institute
offerings help people to dive into AC and DL, and we also discuss,
how these contents can be integrated into the academia. NVIDIA is
a hardware and software platform company focusing on graphics
processing units (GPUs) for the gaming and professional markets
(including Artificial Intelligence), as well as system-on-a-chip units
(SoCs) for the mobile computing and automotive market. Providing
high quality software tools and educational materials is essential
for NVIDIA in order to assist their customers. As for the former, it

24

Journal of Computational Science Education

is provided by NVIDIA researchers and developers, while the latter
is provided by NVIDIA Deep Learning Institute (DLI). NVIDIA DLI
offers resources for diverse learning needs - from learning mate-
rials to self-paced and live training to educator programs—giving
individuals, teams, organizations, educators, and students what
they need to advance their knowledge in Al accelerated comput-
ing, accelerated data science, graphics and simulation, and more.
NVIDIA DLI has various offerings, as follows.

3.1 Self-Paced Courses

DLI offers online self-paced courses, where interested individuals
follow the online materials from NVIDIA infrastructure on their
own and receive certificates upon successful completion. Through
accessing content on the latest technology trends prepared by ex-
perienced instructors and domain experts, and gaining hands-on
experience with GPU-accelerated servers in the cloud, they learn
to build deep learning, accelerated computing, and data science
applications for a variety of industries. DLI offers self-paced courses
in Deep Learning, Accelerated Computing Fundamentals, Data Sci-
ence, Graphics and Simulation, Infrastructure, and Networking.
The courses are in different lengths, from one- to eight-hours. Due
to the various lengths, these courses are flexible to be integrated
into university classes. For instance, after introducing the theory of
Long Short-Term Memory (LSTM) in a bottom-up approach, includ-
ing a DLI self-paced course on ’Modeling Time Series Data with
Recurrent Neural Networks in Keras’ [15] as a 2-hour-long practice
helps students to have a hands-on experience with a real-world
dataset. As the hardware and software infrastructure are already
available, it is a great benefit to educators as well.

3.2 Instructor-led Workshops

For developers, data scientists, and engineers, live instructor-led
workshops are taught by DLI-certified instructors with deep learn-
ing or accelerated computing expertise. The workshops may take
place virtually or in-person with both models leveraging NVIDIA’s
online compute resources. Course materials include hands-on ex-
perience in a variety of concepts and levels. While some basic
courses are instructor-led versions of the self-paced courses, there
are many other advanced and domain-focused courses. By having
a specific content, instructor-led workshops can be categorized as
"application-oriented’ (see Section 2.2 for details). In addition to
the actual applications, a broad theoretical overview is often pre-
sented as well, so the attendees can decide where to further their
knowledge. DLI’s instructor-led workshops cover five major areas:

Deep Learning Fundamentals teach how to use deep learning
for computer vision, transformer-based natural language processing
(NLP), conversational Al applications, recommendation systems,
and multi-GPU setups.

Deep Learning by Industry describes how deep learning and
Al can be applied to various industry domains such as industrial
inspection, intelligent video analytics, anomaly detection, and pre-
dictive maintenance.

Accelerated Computing focuses on programming CUDA with
C/C++ and Python on single and multiple nodes, as well as how to
accelerate applications with OpenACC.
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Figure 1: DLI workshop main page with slides and link to
the cloud (via Launch Task).

Accelerated Data Science covers data science techniques ac-
celerated with GPUs using Rapids.Al, and libraries such as cuDF,
cuML, cuGraph, and more.

Networking introduces important concepts in building multi-
GPU and multi-node systems.

Instructor-led workshops are offered by Deep Learning Insti-
tute for both individuals and teams from academia and industry.
While public workshops are available for everyone, DLI University
Ambassadors deliver free workshops for students and lecturers by
utilizing hands-on course materials and GPU-accelerated work-
stations in the cloud. It is possible either to request a workshop
from NVIDIA or to attend a scheduled workshop by registering
for the course. Once registered for the offered workshop, an event
code is sent to the participant via e-mail, and s/he can join the
course from https://courses.nvidia.com/dashboard by creating an
account in the system. After logging into the system, as seen in
Figure 1, the participant can reach presentation slides, which the
instructor explains during the workshop. Additionally, cloud-based
GPU resources are available via Jupyter Notebook and JupyterLab
interfaces. The participant can view both brief explanations and
small examples, where he can execute code segments and modify
them to get hands-on experience. In the meantime, he can access
the workstation via the terminal to compile, execute, and modify
the source files provided as part of the workshop. As the final part
of the workshop, an assessment is given to demonstrate the in-
formation gained from the workshop and receive a certificate if
the participant successfully completes the assessment. A typical
assessment includes a hands-on programming goal, combining the
main concepts taught in the workshop and testing the skills learned
in the course. Moreover, some courses include only multiple-choice
questions and require a minimum number of correct answers from
the participant. While it is possible to attempt the assessment just
at the end of the workshop, the participant can postpone the as-
sessment evaluation and certification process. After completion of
the workshop, the participants are asked to provide feedback about
the workshop to evaluate both the content and the instructor.

The feedback form asks the following questions:

e How likely is it that you would recommend this course to a
friend or colleague? (0..10)
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e How would you rate these aspects of your learning experi-
ence? (1..5 and N/A)
— Opverall experience
- Registration and login
— Navigating the course
— Launching hands-on content
¢ Did the course material meet your expectations? (1..5 and
N/A)
— Hands-on exercises were helpful in my learning objectives
— Level of difficulty was as expected
— Quality of content was as expected
— The content of the course was interactive
- Prerequisite information was useful
e How would you rate these aspects of your instructor-led
session? (1..5 and N/A)
— Instructor presentation skills
— Instructor knowledge
— TA knowledge
- Pacing of course
— Pre-event communication
e Anything else you’d like to tell us? (open ended question)

Teaching assistants (TAs) are involved depending on the number
of participants. There should be one teaching assistant per 20 at-
tendees as a general guideline. TAs are mainly helping in the chat.
In case of a complex question, the TA will take the attendee into a
breakout room for direct assistance. In this paper, we investigate the
feedbacks of the following DLI workshops organized in Hungary
by NVIDIA DLI and the Budapest University of Technology and
Economics:

e Fundamentals of Deep Learning (FDL) [14]

¢ Building Transformer-Based Natural Language Processing
Applications (NLP) [12]

e Building Conversational Al Applications (CAI) [11]

There were three different target groups (even within a group, the
participants varied between two workshops):

e BSc group: These workshops were delivered as a part of a
beginner level deep learning class (4 ECTS) at a university
for BSc students.

e MSc group: The students were attending to a Human-Computer
Interaction class (5 ECTS) at a university in their MSc studies.

e Mixed group: including BSc, MSc and PhD students, educa-
tors and non-profit researchers.

Participation in the workshop and passing the assessment were
required for the BSc group to complete their course at the university.
For the MSc group, passing the assessment was among the tasks to
be exempted from the exam. Participants from mixed groups were
invited to attend workshops (although it was not mandatory), and
they were encouraged to pass the assessment to earn the certificate
so they can add it to their CV. Participation in all workshops was
free of charge, but only non-profit research institute and university
staff and students were permitted to attend.

3.3 Teaching Kits

In order to assist educators in incorporating deep learning and accel-
erated computing into university courses, DLI offers downloadable
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Table 1: Weekly Course Topics and Accelerated Computing Teaching Kit Modules.

Module 9 - Parallel Computation Patterns (Reduction) + Module 10 - Parallel Computation Patterns (Scan)

Course Topic ‘ Teaching Kit Module

Parallelism Module 17 - Computational Thinking For Parallel Programming
Introduction to CUDA | Module 2 - Introduction to CUDA C

CUDA Threads Module 3 - CUDA Parallelism Model

CUDA Memory Module 4 - Memory and Data Locality

Tiling Module 4 - Memory and Data Locality
Convolution Module 8 - Parallel Computation Patterns (Stencil)
Parallel Patterns

CUDA Performance Module 6 - Memory Access Performance
Dynamic Parallelism | Module 23 - Dynamic Parallelism

CUDA Libraries Module 25 - Using CUDA Libraries

CUDA CNN -

teaching kits that include course materials that were co-developed
with different university faculties. Each kit, freely available for the
instructors world-wide, includes lecture slides and hand-on lab
exercises with sample solutions. Additionally, the Teaching Kits
Program provides free access for instructors and students to GPU-
accelerated workstations in the cloud, either through Amazon’s
AWS program offering credits or online self-paced DLI courses.
(mentioned in Section 3.1). The students can access GPU resources
for hands-on exercises or larger-scale projects, and earn certificates
that demonstrate their expertise in the subjects.

In the computer engineering department at Izmir Institute of
Technology in Turkey, the Heterogeneous Parallel Programming
course has been offered based on the Accelerated Computing teach-
ing kit. The semester-long technical elective course covers GPU
hardware, CUDA basics, advanced CUDA features, and parallel
application development topics. While the content is updated each
year, the main concepts and the corresponding teaching kit modules
are presented in Table 1.

While the slides from the teaching kit are utilized in the specific
modules, lab exercises and quiz questions are not used since there is
no lab session or quiz in the course. Instead, self-developed program-
ming assignments and midterm/final questions are designed for the
course assessment and evaluation. Additionally, a final term project
is assigned to the students, where Project Guidelines document of
the Teaching Kit is utilized for defining the purpose, outline, and
grading rubric of the project (The definition document at 2020-2021
term is given in Figure 2). The students are expected to propose
and implement a complete CUDA application, conduct an experi-
mental study, and perform a comparative analysis by comparing
different CUDA implementations with other programming models,
like OpenACC or other libraries.

3.4 Hardware and software infrastructure

In order to conduct research, development, and education in AC and
DL, a specific hardware and software infrastructure is required. In
terms of hardware, the most critical component is access to GPU(s),
since they are not commonly found in personal computers. Further,
the appropriate software stack is required, which includes drivers
for the GPU(s) and the programming environment, frameworks,
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CENG443 Fall 2021

FINAL PROJECT Due date: 02.01.2022 23:00 pm

The purpose of the project is to apply parallelism and CUDA concepts to a more complex piece of
code than your programming assignments. This could take many forms, including:

* CUDA implementation of computationally-heavy CPU code (like sorting, graph algorithms,
image processing, machine leaming or any scientific problem from some field) +
optimization based on the concepts learned in the lectures (+ optionally comparison with
directive-based (like OpenACC) or library-based (like CUBLAS, Gunrock) solution)

+  Optimization of one/more benchmark applications (like from Rodinia, Polybench, CUDA
SDK, Parboil) + compare the performance with the baseline

* Reproduce some existing GPU research work (implementation of the algorithm and
conducting the comparison study given in a published paper)

* Novel GPU research :)

Project Outline:
A successful application/parallelization project might take the following steps:

Broad Outline Concrete Example
Choose an application. Dense Matrix-Matrix Multiply

Determine what part of the application is
taking the majority of the time.

Determine one or more data-parallel
approaches to solving the problem.

Assign one output to each thread.

Create multiple implementations of the One naive version, one version with shared
approach. memory tiling.

Record memory transfer time, kemnel time,

Measure the performance and execution
i FLOPS, etc.

ics of the i for
various parameters

Compare the performance with another
solution (directive-based, library-based)

Implement/reuse CUBLAS routine and
measure its performance.

Relate results to course concepts Performance may be impacted by utilization,
shared-memory accesses, memory coalescing,

control divergence, streams.

This approach can be modified according to the exact goals of the project.

Figure 2: Final Term Project Definition at the Heterogeneous
Parallel Programming Course.

and modules relevant to the topic. Integrated development environ-
ments (IDEs) should also be easily accessible to users. Setting up
an appropriate hardware and software environment for AC and DL
education can be time-consuming and costly. Since one of the main
goals of DLI courses is to provide hands-on programming exer-
cises that are to be executed on GPU-based architectures, NVIDIA
provides access to the participants NVIDIA GPU enabled cloud en-
vironment with all necessary software components installed. The
software stack is built in separate Docker images [1], and the IDE
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Figure 3: Sample module interfaces in Fundamentals of Accelerated Computing workshop.

is primarily a web-based application (Jupyter Notebook and Lab,
https://jupyter.org/).

The participant can utilize the cloud resources presented as
Jupyter notebooks, which can be accessed by graphical notebook in-
terface, graphical console IDE, or terminal screen. While graphical
interfaces are more useful for Python-based courses like Fundamen-
tals of Deep Learning, terminal provides more practical interface
like Fundamentals of Accelerated Computing, which may require
frequent source code modification and low-level analysis. Figure 3
presents one module (Kernels_In_Streams) and possible user inter-
faces in Fundamentals of Accelerated Computing workshop to access
the module components. While the main Jupyter Notebook inter-
face provides guidance about the module, the participant can edit
the source code in the editor interface or modify/compile/execute in
a terminal screen. Additionally, the courses that include visual per-
formance analysis, based on NVIDIA Nsight Systems tool [16], offer
remote desktop access, which has running Nsight Systems instance
inside the JupyterLab environment. The participants can connect
this desktop environment and visually profile their executions by
observing performance behavior of the different code versions to
see the effects on performance. Figure 4 demonstrates the phases
for using remote Nsight Systems tool in DLI infrastructure:

(1) Executing the program in the terminal with profile option
(provided in Makefile),

(2) Connecting the remote desktop and observing the report file
generated at the end of the program execution,

(3) Visualizing the profile report at Nsight Systems Tool, which
is already installed and configured in the remote desktop
environment.

3.5 University Ambassador program

The DLI University Ambassador Program [13] enables qualified
educators to teach free instructor-led courses for the academia,
including university and non-profit research lab staff, students, and
researchers. They are also allowed to run paid corporate workshops.

July 2023
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Figure 4: Nsight Systems Tool in remote desktop.

By completing the instructor certification process, educators affili-
ated with an academic institution are certified as University Ambas-
sadors. For each workshop, DLI instructors must pass a multi-stage
examination in order to become certified in the specific content.
Teaching assistants are selected by the instructors. This program
has several benefits: free DLI instructor certification, online ready-
made workshop materials, free access to online GPU resources,
and expense reimbursement for travel and catering expenses for
instructor-led workshops. See [13] for detailed information about
this program.
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Figure 5: Country of origin of the attendees in the mixed
group deliveries, on the top: FDL with 60, on the bottom:
NLP with 86 attendees.

4 EVALUATION AND RESULTS

4.1 Instructor-led Deep Learning Workshops

Altogether we held 2 FDL, 1 NLP, and 3 CAI workshops in the
autumn and spring semesters of 2021/2022 academic year, according
to Section 3.2. All of these workshops were ran by an associate
professor with 10+ years of machine learning, and 8+ years of deep
learning research, development, and education experience. The
number of participants of the examined workshops was as follows:

e BSc group: one FDL and one CAI were delivered in-class for
30 (22 from Hungary, 7 from the USA, 1 unknown) and 26
(22 from Hungary, 4 from the USA) students, respectively.
These workshops were delivered as a part of a beginner level
deep learning class at a Hungarian university.

e MSc group: two CAI were delivered online for 13 (12 from
Hungary, 1 from Romania) and 38 (37 from Hungary, 1 from
the USA) attendees. The students were attending to a Human-
Computer Interaction class at a Hungarian university.

e Mixed group: one FDL and one NLP were delivered online for
60 and 86 attendees, respectively. The attendees’ country of
origin are shown in Fig. 5. These workshops were advertised
in various channels in the EMEA region, including Al-related
mailing list in Hungary, LinkedIn groups, and NVIDIA DLI
academic partners.

Figure 6, 7, 8 show the results of the feedback forms.
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Learning experience. The overall impression of the attendees
was 4 or above. A weak but clear trend can be inspected that the
more knowledgeable the audience was, the higher they scored the
overall experience (4 and a little bit below for the BSc, 4 and a
little bit above for the MSc, and around 4.5 for the Mixed group).
Interestingly, similar trend is shown for the other questions (Regis-
tration, Navigation, Launch Time), however, those aspects are not
directly correlated to hard skills, knowledge, and experience. There
are two possible explanations for this. On the one hand, juniors are
more likely to get frustrated than senior experts. There were more
seniors in Mixed than in BSc and MSc groups, since it included PhD
students, researchers, and educators in addition to BSc and MSc
students. On the other hand, participants of mixed groups were
attending the workshop on their own initiative and during their
free time, so they recognized the value of the material more than
university students, for whom the content was part of their course
work.

Meeting the expectations. In all groups, meeting the learning
objectives scored 4 or above - with the Mixed group scoring the
highest. In spite of having different groups and different contents,
the difficulty of the materials was considered to be similar. It rein-
forces that NVIDIA DLI’s efforts to maintain a dense information
content in the courses, but in a manner that is digestible in a full-day
workshop are successful. Similar scores can be inspected for the
clear prerequisites’. The quality of the content was scored better by
more advanced groups (MSc and Mixed), and it scored 4 for the BSc
group, too. In interactivity, similar weak trend can be inspected,
as before. It is interesting that within the same groups FDL scored
higher than the more advanced NLP and CAI content, regarding
interactivity. This can be mainly the cause of the course content:
When introducing deep learning for the first time, more interac-
tions are involved in the workshop. When discussing advanced
topics like NLP or CAl, the participants are considered to be more
advanced, thus information content is superior to interaction.

Instructor, teaching assistants, course pace. Feedback about
the instructor showed similar patterns as the previous two cate-
gories. The instructor’s presentation skills and knowledge were
judged quite similar by distinct groups. Interestingly, among all
questions the feedback on the teaching assistant’s (TA’s) knowl-
edge scored the lowest overall. The workshop TAs were all PhD
candidates specialized in deep learning, they had teaching and con-
sultation experience, and they had earned the certificate of the
particular workshop in advance. The relatively lower scores (<4)
may be the result of different expectations of the TAs (e.g. expect-
ing more help in the self-paced parts of the workshop) and/or the
way TAs interacted with the audience degraded the participants’
experience (chat, generally).

The statistics of successful certificates are shown in Table 2. Due
to the requirement to earn the certificate in order to complete the
deep learning course at the university, it is understandable why
the majority of attendees completed the assessment successfully
in the BSc groups. In case of the MSc groups a smaller percentage
of the class earned the certificate - in this case the certificate was
not required, but was among the options to be exempted from the
exam. In the case of the Mixed-FDL similar percentage of the group
passed the assessment successfully. For Mixed-NLP the percentage
dropped significantly, to 44%. The possible cause for this could be
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Figure 6: Results of the feedback form on the learning expe-
rience.

BSc-FDL BSc-CAl  m MSc-CAI1 MSc-CAI2  m Mixed-FDL Mixed-NLP

1 || |

Interactivity

w

)

Met Learning Difficulty Quality Clear Prerequisites

Objectives

Figure 7: Results of the feedback form on the course meeting
the expectations.

the timing of the workshop: this one was held in 13 December, right
before the holiday season, when students and educators are also
overloaded with exams, and researchers with finalizing projects
at the end of the year — which allow them less time to completely
participate in a full day workshop and complete its assessment.

Table 2: Percentage of participants who have obtained a cer-
tificate by completing the assessment in the given work-
shop.

‘ Workshop ‘ Percentage ‘

BSc-FDL 94%
BSc-CAI 93%
MSc-CAIl 77%
MSc-CAI2 64%
Mixed-FDL 69%
Mixed-NLP 44%

4.2 Adopting Accelerated Computing Teaching
Kit

Each year 10-20 students are registered in the Heterogeneous Par-
allel Programming course, and in average 60-80% of them can get
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Figure 8: Results of the feedback form on instructor, teach-
ing assistant and course pace (in BSc-FDL, BSc-CAI and MSc-
CAI1 there were no teaching assistant.

a passing grade. Table 3 presents the statistics about the course in
the four years. It presents the number of students in terms of en-
rolled in the course, failed (got F) from the course, and received the
highest letter grade, AA. Additionally, Course Evaluation column
demonstrates the average score of the evaluation survey (out of
5), where the number in parenthesis represents the score for the
question about the demonstration of the course content based on
the quality of the course material and effective examples. While

Table 3: Heterogeneous Parallel Programming course statis-

tics.
Term #Students | #Students | #Students Course
Taken Failed w/ AA Evaluation
2021-2022 11 2 1 4.23 (4.27)
2020-2021 12 4 5 2.84 (2.89)
2019-2020 20 8 3 3.94 (3.94)
2018-2019 16 6 1 3.79 (3.60)

general feedback appreciates the effort in the course, term 2020-2021
demonstrates a negatively different result with relatively low scores
in the course evaluation. Since the course is taught virtually that
term, we think that student involvement could not be achieved as in
the face-to-face semesters. It is also remarkable that 2021-2022 eval-
uation results are the highest even though the number of students
is not large. Since CUDA Libraries and CUDA CNN are emphasized
that year, we think that the students were able to see the power of
CUDA programming model and real scenarios that they can apply
the methods and, as a result evaluated the course as more efficient.

For the student evaluation, programming tasks were assigned to
the students to demonstrate their comprehension of the concepts
introduced throughout the semester. Additionally, the final project
tests their skills at defining parallel programming problems, op-
timizing performance by considering GPU hardware and CUDA
programming model features, and performing a comparison study
to evaluate the effectiveness of their methods. The sample project
topics in 2021-2022 semester were as follows: Perlin and fractal
noise, Gaussian Jordan elimination, Dijkstra’s shortest path algo-
rithm, Convolution operations from the PolyBench benchmark. The
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Figure 9: Number of additions and deletions per week in the
GitHub projects.

students created GitHub repositories and updated their code during
the semester based on a few deadlines. Figure 9 presents the code
frequency in terms of additions and deletions in sample GitHub
projects. In the two-month period, there are peaks at two specific
points representing the deadlines. While most of the projects in-
clude basic CUDA implementations, one project is extended as a
conference paper and presented at a national conference by the
student [24].

5 SUMMARY

In this paper the primary challenges of accelerated computing and
deep learning education was introduced, the offerings of NVIDIA
Deep Learning Institute were discussed and instructor-led full day
workshops and teaching kits were evaluated. The feedback form
filled after the workshops revealed that in case of all examined
content the overall satisfaction with the learning experience were
between 3.9...4.5 (out of 5). The results also showed us, that more
experienced groups scored various aspects higher (e.g. overall im-
pression, quality of the content, interactivity, impressions about the
instructor, etc.). No significant difference in difficulty was observed
between beginner and advanced workshops, based on the feedback
scores. Surprisingly, experienced teaching assistants received rather
lower scores (between 3.4..4.3) compared to other questions in the
feedback forms.

Based on the course evaluation questions and the implemen-
tation of the term projects, we can conclude that the adoption of
Teaching Kits was a success.

It is our overall impression and conclusion that the content
created by NVIDIA DLI can be easily and successfully integrated
into related university courses for smaller and larger groups. DLI
content can even be implemented in classes that are not directly
related to AC or DL (e.g. the Human-Computer Interaction MSc
course) with a great learning experience — based on our findings.
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