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ABSTRACT
Medical micropumps that utilize Magnetic Shape Memory (MSM)
alloys are small, powerful alternatives to conventional pumps be-
cause of their unique pumping mechanism. This mechanism—the
transfer of fluid through the emulation of peristaltic contractions—is
enabled by the magneto-mechanical properties of a shape mem-
ory alloy and a sealant material. Because the adhesion between
the sealant and the alloy determines the performance of the pump
and because the nature of this interface is not well characterized,
an understanding of sealant-alloy interactions represents a funda-
mental component of engineering better solid state micropumps in
particular, and metal-polymer interfaces in general. In this work we
develop computational modeling techniques for investigating how
the properties of sealant materials determine their adhesive proper-
ties with alloys. Specifically, we develop a molecular model of the
sealant material polydimethylsiloxane (PDMS) and characterize its
behavior with a model Ni-Mn-Ga surface. We perform equilibrium
molecular dynamics simulations of the PDMS/Ni-Mn-Ga interface
to iteratively improve the reliability, numerical stability, and ac-
curacy of our models and the associated data workflow. To this
end, we develop the first model for simulating PDMS/Ni-Mn-Ga
interfaces by combining the Optimized Potentials for Liquid Sim-
ulations (OPLS) [21] force field with the Universal Force Field [5],
and show promise for informing the design of more reliable MSM
micropumps. We also reflect on the experiences of Blue Waters
Supercomputing intern Guevara (the first author) to identify key
learning moments during the one-year internship that can help
guide future molecular simulation training efforts.
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1 INTRODUCTION
MSM micropumps (Figure 1) represent a new paradigm of microflu-
idic mechanism, enabling accurate delivery of fluids over a wide
range of densities and pressures [33]. MSM alloys including Ni-Mn-
Ga enable such pumping through deformation under the influence
of a magnetic field, which influences properties including twin mo-
tion deformation [38], strain [30], stress [29], magnetic and thermal
activation [4, 38], operating temperatures [11, 35], magnetic per-
meability [22], and electric resistivity [32]. These properties make
MSM alloys advantageous for use as actuators, channels, and pump
membranes. In the case of MSM pumps, the aim is to exploit a
localized constriction in the material (Figure 2) to encapsulate and
propagate the working fluid against a sealant material as shown
in Figures 2 and 3. Polydimethylsiloxane (PDMS) gel is a common
sealant due to its low cost, bio-compatibility, moldability [8]. As
the alloy is actuated it pulls away from the PDMS sealant, allowing
fluid to be drawn in through the inlet port. Subsequently, as the
fluid-filled constriction propagates toward the outlet due to the
rotating magnetic field, the sealant re-adheres to the Ni-Mn-Ga
surface, closing the inlet.

1.1 Simulations of Materials
The main focus of this manuscript is to advance understanding
of PDMS/Ni-Mn-Ga interfaces by investigating the adhesion char-
acteristics of the polymer sealant. Characterizing the nanoscale
interface between PDMS and Ni-Mn-Ga (as seen in Figure 3) is
challenging experimentally, so we use molecular simulations to
explore PDMS/Ni-Mn-Ga adhesion. Molecular models for PDMS
and Ni-Mn-Ga are individually available, but until this work no
model exists that combines and describes interactions between both
materials. Therefore, a focus of this work is creating this model.

A key component of the model is the “force field” defined by
potential energy functions describing bonded and non-bonded in-
teractions between each type of particle in the system. Bonded
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Figure 1: Model of a Ni-Mn-Ga micropump, showing place-
ment of the MSM element, which is encapsulated in PDMS
sealant, below the inlet/outlet reservoir.

interactions are described as a set of constraints between bonded
pairs (bond), triplets (angle) and quadruplets (dihedral) of particles
that belong to the same molecule. Different forcefields vary in the
functional forms used to model these constraints, so it is important
to keep in mind any conversion factors when mapping from one
forcefield to another and when combining multiple forcefields as
we do here. Small differences in forcefield parameters can give rise
to qualitatively different phase behavior and equilibrium structure
[1].

We base our model on the Optimized Potentials for Liquid Sim-
ulations - United Atom model [21] (OPLS-UA) and UFF [5] force
fields. There are several considerations to be made when construct-
ing a new model. For instance, while some polymer models can
describe how the conformation of a polymer chain evolves in a
pristine thin film, varying the number of chains in the simulation,
the average chain length, and polydispersity can strongly influence
the interactions of the chains with themselves and other materials
in the system [26]. Also, many alloy models are parameterized for
a specific crystal structure and unit cell lattice parameters that are
not necessarily transferable to other unit cells or crystallographic
planes. Finally, it is important to ensure that the forcefields being
combined are compatible with each other. As an example, the non-
bonded Lennard-Jones interaction potentials used by Rappe et al.
[5] in UFF are parameterized based on general hybridization rules,
whereas Elliott and Akerson [7] rescale based on the bond dissoci-
ation energy, resulting in a thousand-times stronger interactions.
While both approaches are self-consistent in that they correctly
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Figure 2: Three side views of the MSM micropump element
illustrating the translation of the constriction along the c-
axis as the magnetic field (H) is rotated. In a MSM pump,
fluid is held between this constriction and the sealant mate-
rial.

describe the difference in interaction potentials between atoms de-
fined within, naïvely combining the two would lead to the Elliott

Figure 3: Schematic of a MSM pump interface showing the
pocket of fluid bounded by the MSM and PDMS in transit
from the inlet to outlet port of the pump.
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forcefield dominating. Care must therefore be taken when combin-
ing interactions from different forcefields in the same simulation
volume and so we iteratively test our model as we proceed and
compare to observations in the literature to validate our work.

2 METHODS
We perform molecular dynamics (MD) simulations using HOOMD-
Blue [2, 10] onNVIDIATesla K20XGraphic Processing Units (GPUs)
at the Blue Waters supercomputer at the National Center for Super-
computing Applications [31] and P100 GPUs on our local cluster
“Fry”.

2.1 Molecular Dynamics
MD simulations can efficiently sample the equilibrium structure
of molecular systems by iteratively calculating the forces between
neighboring particles and numerically updating positions using
velocity and force information over discretized time steps. Here we
employ the velocity-Verlet algorithm [1] and a tree-based neighbor
list [15] that provides performance benefits for the non-isotropic
systems studied here.

We perform MD simulations in the canonical (constant num-
ber of simulation elements N , volume V , and temperature T ) en-
semble. The number of time steps to relax to equilibrium and to
subsequently sample equilibrium microstates must be determined
empirically as they depend on the forcefield, ensemble, and initial
conditions. The initial configuration is specified with an XML file,
which describes all of the particle properties including position,
mass, atom type, charge, and velocity. The force field is then used
to calculate the total force acting on each particle due to the in-
teractions with their neighbors, which becomes an acceleration of
the particle according to Newton’s second law of motion, F =ma,
which in turn updates the velocity of the particle for the time step,
which in turn updates the particle’s position. After particle posi-
tions are updated, these steps are repeated for each subsequent
time steps. Individual microstates (specifying instantaneous posi-
tions and velocities) are written to a trajectory file (here, every
500 steps) as the simulation progresses. The trajectory is useful
for visualizing system evolution and for post-processing material
properties. Instantaneous potential energy and kinetic temperature
measurements are recorded to quantify equilibration and check for
unphysical behavior.

2.2 Computational Resources
The theoretical peak performance of K20X GPUs is 1.22 TeraFLOPS
(or 1.22 × 1015 floating-point operations per second) for double
(64-bit) precision performance and 2.9 TeraFLOPS for single (32-bit)
precision performance. P100 GPUs have a peak performance of 4.7
TeraFLOPS for double-precision performance and 9.3 TeraFLOPS
for single precision performance. When referring to the perfor-
mance of these GPUs, double and single precision refers to the
number of bits used to represent each floating point number used
in the calculations. Generally, for these types of molecular simula-
tions, single point float precision is sufficient for numerical stability
without compromising computational efficiency [2]. Each MD sim-
ulation performed herein used a single CPU core driving a single

GPU, using BlueWaters’ K20X and Fry’s P100 hardware. Simulation
benchmarking on both GPUs is presented in the Section 5.

3 MODEL
We specify the bonded and non-bonded PDMS interactions with
the OPLS-UA force field. When running the surface interaction
simulations with Ni-Mn-Ga we describe the polymer-surface in-
teractions using UFF force field and polymer-polymer interactions
with OPLS-UA. Surface-surface interactions are omitted from our
investigation, and the Ni-Mn-Ga degrees of freedom are not inte-
grated. This avoids modeling fast degrees of freedom of metallic
bonds, which would require additional force fields such as the Em-
bedded Atom Model [6] and more computational cost. Intrinsic
to this constraint is the assumption that surface fluctuations are
negligible on polymer fluctuation timescales. Here we describe the
implementation details of the two material models individually and
in combination.

3.1 Construction of PDMS
We construct PDMS topologies using the Avogadro [3] chemical
drawing software. Using the tool, we draw the repeating monomer
units (5 repeats shown in Figure 5), until reaching 20 (1.6 kDa), after
which end caps (Figure 4 are added).

Figure 4: Chemical formula for Polydimethylsiloxane
(PDMS) [8].

We then refine the 20-mer model from above in Jupyter notebook
[24] that utilize mBuild [23] and Foyer [17], toolkits for managing
molecule creation and forcefields. In Figure 5 and Figure 6 each
sphere represents one United Atom (UA) simulation element. Each
UA simulation element represents a “heavy” atom such as Carbon,
Oxygen, or Silicon and its associated Hydrogens. This simplification
accelerates sampling of the molecular dynamics without sacrificing
structural accuracy [12, 27, 28].

PDMS has been studied extensively in the literature, and there is
a wealth of information on possible simulation forcefields. For this
investigation, we describe the non-bonded inter-molecular, and
bonded intra-molecular interactions of PDMS using parameters
obtained from the works of Frischknecht and Curro [9] and Tamai
et al [36]. The complete set of parameters is given in Table 1.

The bonded interaction parameters are described as parameteri-
zations of the following equations [9]:

Vb (r ) = kb (r − r0)
2 (1)

Va (θ ) = kθ (θ − θ0)
2 (2)

Volume 11, Issue 2 Journal of Computational Science Education

14 ISSN 2153-4136 April 2020



Figure 5: 5-mer chain of PDMS built using a Jupyter note-
book, with energy minimized through Avogadro [3], and vi-
sualized with VMD [16]

Figure 6: 20-mer chain of PDMS visualized with VMD [16]

Vt (ϕ) = kt [1 + cos(nϕ)] and ϕ = π (3)
where Vb , Va , and Vt describe the pairwise bond, triplet angle, and
quadruplet dihedral potentials, and are functions of separation, r ,
in-plane angle, θ , and out-of-plane angle, ϕ, respectively. These
potentials are dependent on the constraint coefficients kb , kθ , and
kt , which are taken from the work of Frischknecht and Curro.

The non-bonded pairwise interactions were taken from Tamai
et al., describing the balance between short-range atomic repul-
sion and long-range Van der Waals attraction as a Lennard-Jones
potential:

V (r ) = −4ϵ
((σ

r

)12
−

(σ
r

)6)
, (4)

where σ and ϵ control the shape of the interaction at varying sepa-
ration r , and are dependent on the types of atoms in the pair being
considered.

bonds ro[Å] kb [kJ/(mol nm2)]
Si-O 1.647 146490.2

Si-CH3 1.866 79337.0
angles θo[rad] kθ [kJ/(mol rad2)]
Si-O-Si 2.547 59.162
O-Si-O 2.076 395.388

CH3-Si-CH3 1.844 209.074
O-Si-CH3 1.875 209.074
dihedrals n kt [kJ/mol]
Si-O-Si-O 1 1.8828

Si-O-Si-CH3 3 0.083638
nonbonded σ [Å] ϵ [kJ/mol]

Si 3.385 2.4480
O 2.955 0.8493

CH3 3.786 0.7532
Ni 2.522 0.2510
Mn 2.635 0.2176
Ga 3.901 6.9454

Table 1: Potential Parameters for PDMS and Ni-Mn-Ga [5, 9,
36]

Figure 7: Unit cell of Ni-Mn-Ga with lattice parameters for
a Non-Modulated (NM) crystal, visualized using VMD [16]

As per the molecular dynamics algorithm, interaction forces
are calculated at each discrete time step (δ t). For our initial PDMS
simulations, we use δt = 0.001 fs. After calibrating our model,
we found we could increase this time step without resulting in
numerical inconsistencies. Therefore, for the final PDMS simulation
and for all the interface simulations, we use δt = 1 fs. The increase
in simulation time step is beneficial as it permits a longer period of
material simulation per minute of elapsed “wall-clock” time.

3.2 Construction of Ni-Mn-Ga
We use Avogadro [3] to construct the Ni-Mn-Ga surface, as it in-
cludes crystallography tools to position the atoms of the unit cell.
We employ lattice constants

a = b = 0.546 nm

c = 0.658 nm.
as specified in Sozinov et al. [34].

The atomic coordinates themselves are taken from Hickel et al.
[13]. The resulting unit cell of Ni-Mn-Ga, as shown in Figure 7, is
then used as a building block for surfaces of varying sizes based on
arranging multiple cells in a lattice, the size of which can be easily
tuned as an input.

We employ UFF developed by Rappé et al [5] to provide inter-
action parameters for PDMS with Ni-Mn-Ga. However, because
UFF lacks bonded constraint parameterizations for PDMS we must
simultaneously employ OPLS-UA and UFF to simultaneously model
surface-PDMS and PDMS-PDMS interactions. This is the first work
to our knowledge to combine these force fields to investigate PDMS
on Ni-Mn-Ga. The complete list of nonbonded interaction parame-
ters for Ni-Mn-Ga used in our investigation can be found in Table
1.
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4 DATAWORKFLOWS
Key open-source software packages used in this work include:
mBuild [23], Foyer [17], MorphCT [18, 20], and Rhaco [19]. mBuild
and Foyer are MD toolkits developed by the Molecular Simulation
Design Framework team, aiding molecule building and atom typ-
ing, respectively, used here to create XML files input into HOOMD.
MorphCT and Rhaco are used for checking periodic particle image
information and initializing molecules on surfaces. As part of this
work, Rhaco was generalized in order to accept a Ni-Mn-Ga unit
cell as the surface template allowing us to initialize PDMS in its
vicinity and to control the MD simulation of these two materials.

Therefore, the key contributions of this paper are the following:
• MSM–Polymer Simulations -
These are the first MD simulation of Ni-Mn-Ga with PDMS.
This work also differs from prior MSM work that focuses on
twin boundary movement within the alloy and the mecha-
nisms by which this occurs. This paper reports the simulated
interactions of this alloy with PDMS.
• Educational Value (J.Guevara) -
Working on this project has exposed me to many areas of
both research and Computational Science, from learning
how to gather the necessary data to begin simulations, to
knowing how to collaborate with others. I gained significant
experience in how to use Python for scripting, programming,
and statistical analysis, as well as significant knowledge on
the interaction of organic polymer and metal interfaces from
a molecular standpoint. Furthermore, this experience has
made me want to continue to pursue, and learn more about,
High Performance Computing.

5 RESULTS
5.1 Performance
Initial PDMS simulations containing 7,120 particles took 45 minutes
to complete 107 time steps on Blue Waters XK nodes (over 3,700
time steps per second (TPS)).These simulations informed additional,
larger simulations on P100 GPUs on Fry. With P100 cards, we
perform simulations of 36,900 particles at 3,600 TPS – a factor of 5
increase in system size with similar run time. In total, we submitted
60 pure (“neat”) PDMS jobs (25 on Blue Waters and 35 on Fry) and
14 jobs with PDMS/Ni-Mn-Ga interfaces (all on Fry) for a total of
33 hours and 14 minutes of wall clock time for simulations with
analyzable trajectories. We estimate many hundreds of unsuccessful
simulation jobs were submitted (unphysical initial conditions, δt
too large, missing packages in the software stack, etc).

5.2 Neat PDMS
Neat PDMS systems containing 80 20-mer chains (7,120 particles)
are simulated using HOOMD for 105 time steps at a temperature of
T = 294 K. However, for transferability of simulations and numeri-
cal accuracy, HOOMD records the temperature in reduced units,
T ∗, based on a reduced energy scaling parameter, ε . For the initial
PDMS volumes ε = 0.585 kcal/mol. The following equation can be
used to map between the real and dimensionless temperatures:

T ∗ =
kBT

ε
, (5)

where kB is Boltzmann’s constant. We encountered some issues
simulating our initial PDMS volumes, which are detailed in Sec-
tion 7.1.

Figure 8 shows the simulation temperature, nonbonded potential
energy, and total potential energy for our PDMS system after fixing
issues corresponding to volume packing, image, and interaction
parameter corrections. The kinetic temperature (8a) equilibrates
quickly, with non-periodic temperature fluctuations of around 20-
30K. Additionally, the potential energies presented in 8b and c
exhibit a roughly-exponential relaxation as molecules reorganize
into free energy minimizing configurations, followed by a period
of constant average energy signifying equilibration of the system.

Another useful tool for analyzing the output of our simulation
is the visualization software VMD (Visual Molecular Dynamics)
[16]. VMD allows us to view the trajectories, helping to understand
how the system evolves over time and what the final relaxed sys-
tems looks like. Visualizing the final trajectory can provide useful
insights into any issues with the initialization of our simulations,
or any bugs in the code, as described in Section 7.1.

5.3 PDMS with Ni-Mn-Ga Surface
Several issues needed to be addressed before equilibrated PDMS
on Ni-Mn-Ga configurations could be sampled (Section 7.1). After
fixing these bugs, we perform simulations of 100 PDMS chains in
the presence of a 20x20x1 unit cell Ni-Mn-Ga slab at 294K. These
simulations took around 40 seconds to simulate 104 time steps, and
around 45 minutes to simulate 107 time steps - a similar wall-clock
time to those noted in our initial neat PDMS tests. The resultant
simulation trajectories after are shown in Figure 9. We also present
the temperature and potential energy evolution of the simulations
in Figure 10, demonstrating the small non-periodic fluctuations
in both, and the eventual equilibration of the system according
to the potential energy. That the kinetic temperature, nonbonded,
and total energies all independently stabilize after ≈2 ns supports
our interpretation that these systems reach equilibrium (or at least
a metastable state). The PDMS is observed to quickly aggregate
(within the first 50 frames of our visualization) and then sticks to
the surface to form a film over the alloy layer.

To test our simulation model and Rhaco further, we simulate
the same system at a higher temperature: 500 K (approx. 227◦C).
The increased thermal energy should translate to an increase in
the speed at which the PDMS atoms move. Additionally, since
the boiling point of PDMS is around 473 K, we would expect the
vaporization of the polymer, leading to it filling the simulation
volume rather than forming a liquid film at the alloy surface. Indeed,
the visualization of the simulation shows the molecules interacting
faster with each other, and Figure 11 shows the PDMS filling the
simulation volume and adhering less to the alloy at 500 K compared
to 294 K. Figure 11 also shows a rather visually drastic change in
the PDMS, however the chains do stick together and seem far more
drastic since we are compressing 105 - 107 timesteps into a much
shorter 500 simulation frames during visualization. Figure 12 shows
the equilibration of the temperature and potential energy of the
high-temperature system. Note that the fluctuations are larger and
the system equilibrates sooner than in the liquid case at 294 K.
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Figure 8: Energy profiles for an 80 20-mer volume of PDMS, for the same simulation temperature, kBT = 1, approximately 500
K. Potential energies (both Lennard-Jones and total) are per mole.

6 DISCUSSION
The final model presented here permits the equilibration and sam-
pling of PDMS on Ni-Mn-Ga efficiently across a range of state
points. Identifying this model required iterative testing checking
for artefacts including periodic oscillation of temperature, or inac-
curate combinations of forcefields. Early test showed that PDMS
did not adhere as the sealant on the alloy, instead aggregating away
from the surface (Section 7.1). The final model instead shows the

Figure 9: First time step (top) and the contrast of the 20th

time step (bottom-left) and the last time step (bottom-right),
of our interface.

two materials to attract and permits surface structure to be investi-
gated, therefore providing a starting point for understanding the
sealant-alloy interface.

We now turn to comparing our simulation results to literature,
in order to validate our model’s accuracy. While there are not to our
knowledge experimental values of PDMS and Ni-Mn-Ga surface
energies to compare against there have been molecular investiga-
tions with PDMS interacting with other materials. Comparisons of
molar energies and surface energies with such studies, despite their
differences, provide useful benchmarks for future improvements to
the present work. For instance, the work of Liu et al. [25] shows the
MD simulation of PDMS interacting with a Zeolite (ZSM-5) surface
using the COMPASS force field. We note that ZSM-5’s structure
is dissimilar to Ni-Mn-Ga, however we are interested in the fact
that this is an MD simulation of PDMS with another material for
which energy values are provided in a manner that we can eas-
ily calculate and compare to ours. In the manuscript, the authors
report the total nonbonded interaction energy of PDMS as being
-1885.6 kcal/mol. This interaction energy is a total energy of the
system as a whole, in contrast to the energies per mole reported in
Figures 10 and 12. Reporting energies per mole allows for a direct
comparison between the 7,120 particle PDMS-only simulations and
the 21,700 particle combined PDMS Ni-Mn-Ga simulations. The
simulations in Liu et al. contain five chains, each made up of four
repeating units, which we calculate to contain 235 total atoms in
the system. The per-atom PDMS nonbonded potential energy from
Liu et al. is therefore 8.02 kcal/mol, which is in good agreement
with our simulated value of 2.6 kcal/mol for our simulated volume
of PDMS by being within the same order of magnitude. We would
not expect our non-bonded values to align perfectly, given that
the biggest difference in simulation is the simulation temperatures:
303K for Liu et al. vs. 500K for ours. We can perform similar anal-
ysis for the PDMS-Zeolite simulations, according to the reported
total nonbonded potential energy of -13073.4 kcal/mol. Using the
same number of atoms, and an estimated 288 atoms present in the
authors’ Zeolite unit cell, we obtain a per-atom nonbonded PDMS-
Zeolite potential energy of 25.00 kcal/mol, which is within a factor
of two of the 14.62 kcal/mol energy calculated from our simulations.
We also note a consistent ratio between the neat PDMS interaction
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Figure 10: Energy profiles for our Ni-Mn-Ga−PDMS interface at a set simulation temperature of 294K. Both potential energies,
Lennard-Jones and total, are per mole.

energies and the surface energies in our work compared to Liu et al.
The ratio of PDMS-Ni-Mn-Ga interaction energies to neat PDMS is
5.6. Similarly, the ratio between PDMS-Zeolite interaction energies
and neat PDMS in Liu et al. is 3.1. The similarity and order-of-
magnitude quantitative agreement in these calculated energy levels
lends additional confidence to our hybrid OPLS-UA/UFF forcefield,
while providing additional versatility over COMPASS by parame-
terizing interactions between any elemental atoms in the periodic
table. Furthermore, it must be noted that the substrates in the sim-
ulations of Liu et al. and ours, Zeolite and Ni-Mn-Ga respectively,
are dissimilar which is why despite the energy ratios not being the
same, the fact that they’re within an order of magnitude gives us
confidence that our model is within the realm of credibility. This

Figure 11: Progression of our interface model at a tempera-
ture of 500 K. First frame (top-left), 100th frame (top-right),
250th frame (bottom-left), and final frame (bottom-right).
We observe PDMS self-aggregating at less 500 K than at 294
K (Fig. 9), as expected.

is not to say that the model cannot be more finely tuned to more
closely yield results to those of Liu et al., but rather that by being
within such a factor and order of magnitude our simulation does
not, at this current first glance, require more than some parameter
modifications as opposed to a full rebuild. Tsige et al. [37] present
a similar simulation of neat PDMS, containing 100 20-mers of the
elastomer with SiO2. This simulation is important, not because of
the substrate, but rather because the PDMS used in this simulation
covers the exact same chain length and number of chains as our
simulation, making it another great point of reference. The authors
report a nonbonded potential energy of 6 kcal/mol at a separation
of 4 Å, in good agreement with the current model. This is to say
that this reported value lies within the range of nonbonded values
that we see in our model: 2.6 kcal/mol for PDMS by itself and 14.62
kcal/mol for PDMS−Ni-Mn-Ga, where our metal substrate has more
of an influence than SiO2.

Being able to simulate PDMS and Ni-Mn-Ga together opens up
significant opportunities for future study, from both HPC and ma-
terials science perspectives. We can continue to hone our toolkits
and algorithms to yield more efficient and accurate simulations,
reducing computational cost while maintaining good quantitative
agreement with experiment. From a materials viewpoint, the model
demonstrated here provides an excellent staging ground for under-
standing surface-sealant interactions for micro-electro-mechanical
systems, guiding manufacturing processes and focussing future
experimentation efforts.

7 INTERNSHIP REFLECTION
To meet the JOCSE aim of improving computational science educa-
tion, we reflect on pivotal learning moments over the course of the
Blue Waters Student Internship Program (BWSIP).

A problem that can arise through these simulations comes when
particles are too tightly bound within a simulation space. If the
user doesn’t take care in adjusting time steps and integrator time
constants to control thermostatting, numerical instabilities can
result in unphysical particle displacements (sometimes referred to
as the simulation “exploding”).

Volume 11, Issue 2 Journal of Computational Science Education

18 ISSN 2153-4136 April 2020



Figure 12: Energy profiles for our Ni-Mn-Ga−PDMS interface at a set simulation temperature of 500K. Both potential energies,
Lennard-Jones and total, are per mole.

Figure 13: Larger time steps advance simulations faster. (top
row) After the first time step δt = 10−3 fs (left) and δt = 1 fs
(right). (bottom row) final snapshots after 103 steps.

7.1 Troubleshooting
After the two basic structures for our PDMS molecule, and our
Ni-Mn-Ga alloy, were finished they were then put into simulations.
Previously, it was mentioned that PDMS was chosen to be con-
structed first, as it would allow for better early testing. This testing
was not only meant to be of the material, but also of the code we
wrote to initialize and perform these simulations. Over the course of
the last year many issues were resolved with the PDMS simulations,
the biggest of these problems being the following:

7.1.1 Timestep Selection. In Figure 13 we can see a problem
resulting when the time step is too small. The snapshots in the left

column show after the 1st (top) and 1000th (bottom) step when
δt = 0.001 fs. The snapshots in the right column show after the 1st
(top) and 1000th (bottom) step when δt = 1 fs. Even after the first
snapshot there is a visible difference between th 0.001 fs and 1 fs
cases, and after 1000 steps the 1 fs case shows PDMS aggregating
while the 0.001 fs case has now changed. Here, a step size of 0.001
fs is so small that position changes fall below the rounding thresh-
old in 32-bit precision addition during integration, and the system
is essentially frozen. Visualizing the trajectory quickly identifies
this problem, but such a problem may go undetected if not visual-
ized because the 0.001 fs system is numerically stable and quickly
“equilibrates”.

7.1.2 Image Correction. To enable a finite number of particles
to represent bulk interfacial areas, periodic boundary conditions
are employed. These boundaries are not boundaries: when a simu-
lation element moves out of the left-hand face of the box, it enters
again from the right, and particle interactions are considered across
periodic boundaries along each axis. HOOMD therefore needs to
keep track of which periodic image that the particle is in, in order
to calculate how far it has traveled in the system. Initially, every
particle in the system is located in the original simulation volume
and has image indices [0, 0, 0]. However, our initial XML files did
not contain these indices even after we had established the other
parameters in our XML, leading to numerical instabilities in our
simulation. This problem was solved through by using MorphCT
to manipulate our initial XML file to obtain the correct formatting
for HOOMD.

7.1.3 Coefficient Correction. When trying to simulate a larger
volume of PDMS from the molecules we first produced, an error
with the bond, angle, and dihedral coefficients was encountered:
They were missing from the XML file. Without these coefficients,
the conformational structure of PDMS could not be maintained and
the atoms in the molecules would act as if they were not bonded
to anything. This would undoubtedly lead to incorrect particle
trajectories and unreliable results about the interaction of PDMS
with the Ni-Mn-Ga surface. This problem was solved by using
mBuild’s builder package to populate the bond, angle, and dihedral
coefficients accordingly based on a neighbor list it created for each
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of the particles present in the system. Furthermore, we also needed
to rescale the system in order to correct incorrect, and inconsistent,
distances along with the energy that the system takes in from the
forcefield used.

In the initial surface simulations, we noticed very strong polymer-
polymer interactions but significantly weaker polymer-surface ad-
sorption as shown in Figure 14. At first this was attributed to PDMS
desorbing over long timescales. Further investigation revealed that
a UFF unit conversion problem resulting in negligible interactions
between the PDMS and the Ni-Mn-Ga. Reworking the potential
parameters to the units Rhaco expected resolved this issue: After
the OPLS-UA and UFF potentials were calibrated, PDMS integrated
was successful and adsorption onto Ni-Mn-Ga was observed.

7.1.4 Volume Packing. This problem presented early on when
trying to produce a sample volume of PDMS where the number
of molecules being packed into our early systems exceeded the
size of the system itself. This then would continuously lead to our
simulations “exploding” - a colloquial term used when atoms are
placed so close to each other that they experience strong repulsion
from the Lennard-Jones equation, often many orders of magnitude
greater than the forces expected throughout the rest of the system.
The large forces lead to large velocities of particles, and in a single
time step an atom can move distances many times larger than the
simulation volume, causing the program to crash. This issue was
resolved by changing our input of molecules by using an reduced
number, this then let mBuild pack our molecules at a lower density
than the physical material.

7.1.5 Integrator ringing. The evolution of the system tempera-
ture in Figure 15 for this initial simulation shows that the simulation
needs to run for at least 100,000 time steps in order for it to sta-
bilize around the set point. Additionally, periodic “ringing” of the
temperature can be observed, as the thermal energy of the system
oscillates around the set point. HOOMD regulates its temperature
through the use of the Nosé-Hoover thermostat [14], which couples
to an infinite thermal bath and injects (removes) thermal energy to
(from) the simulation by increasing (decreasing) the velocities of the
atoms in the simulation, regulating its temperature. The strength of
this coupling can be modified using the parameter τ . Selecting an

Figure 14: End state of initial testing of PDMS and Ni-Mn-Ga
through the use of Rhaco

appropriate τ is extremely important to avoid unphysical ringing
from the integrator. If τ is too high, then the timescale of energy
control is large and initial deviations from the set point may take
millions of steps before stabilizing. If τ is too low it permits the
integrator to “overshoot” the set point, and the ringing seen above
occurs as the integrator iteratively removes and adds kinetic energy
over short times, oscillating about the setpoint. Periodic oscillations
of the temperature are indicative of an unbalanced τ value, and
it is important to modify tau incrementally to obtain consistent,
random fluctuations around the set point temperature.

In addition to having a stable temperature, the stability of the
potential energy of the system is also important for molecular
dynamics simulations. As the molecules relax in the system, the
potential energy decreases as the simulation attempts to find the
global minimum of free energy (balancing potential energy mini-
mization with entropy maximization and therefore the most likely
conformations of molecules thermodynamically). When the po-
tential energy no longer evolves, the equilibrium energy has been
found. Generally, small systems and those at high temperature
equilibrate quickly, whereas larger systems or those at low tem-
perature can take millions of time steps for the potential energy
to stop evolving. It is therefore imperative to consider both the

Figure 15: Energy plots for our initial 5-mer chain. Temper-
ature/Kinetic (top), and Potential (bottom)
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temperature and the potential energy before reporting structural
or energetic results for a molecular dynamics simulation.

As an example, initial simulations of the PDMS and alloy yielded
some promising results, as shown in Figure 16 for a system of 36,100
particles. However, the temperature profile of the simulation also
demonstrates integrator ringing. This indicates that the value of τ is
unbalanced, and could also suggest that longer runtimes are needed
for this simulation. In fact, on further review, these data identified
a critical bugs in Rhaco. While Rhaco was successfully able to gen-
erate the interface observed in Figures 16 and 14, the conversion
calculation between the dimensionless simulation temperature and
the real temperature in Kelvin was incorrect and needed to be fixed.
This error arose from the surface atoms being assigned initial ve-
locities, even though those atoms were omitted from the integrator
and never actually moved in the simulation. The additional kinetic
energy in the system was interpreted as an increased temperature,
offsetting our reported temperatures by several hundreds of Kelvin.

Figure 16: Initial testing of the PDMS-Ni-Mn-Ga interface
showing some attempt at temperature stabilization.

8 CONCLUSIONS
While being able to fully simulate the interaction of PDMS and Ni-
Mn-Ga alloy inside of a microfluidic pump is a significant challenge,
we here demonstrate the first steps towards achieving that goal. We
develop and present a successful model and toolkit for simulating
the interactions of the sealant at an alloy surface. Our model is
versatile in terms of input parameters, allowing us to test systems
of different sizes, PDMS densities, alloy thickness, and processing
temperatures, and can be easily extended to include additional ma-
terials such as solvents and dyes in the simulation volume. For
the future we hope to develop additional analysis tools that can
calculate surface energies more rigorously, include additional in-
frastructure to simulate twin-boundary dislocations in the alloy
and ascertain the effect this has on the PDMS adsorption, as well
as identify other, superior sealant candidates for this application.
Pedagogically, this has been a great introduction into High Perfor-
mance Computing (HPC) and computation in general, especially in
how to best optimize code: The original simulation code took 40-45
minutes to produce a trajectory for a relatively small amount of
neat PDMS, whereas the final tool could simulate the interactions
large amounts of both PDMS and Ni-Mn-Ga alloy in approximately
the same wall-clock time, representing a simulation time of several
nanoseconds. Although my allocation on Blue Waters has come to
an end for this project, the lessons learned over my time working
with this system will definitely aid JG in the future, be it in contin-
uing with this work, testing different versions of this interface, or
with HPC as a whole.
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