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ABSTRACT
Throughout the cyberinfrastructure community there are a large
range of resources available to train faculty and young scholars
about successful utilization of computational resources for research.
The challenge that the community faces is that training materi-
als abound, but they can be difficult to find, and often have little
information about the quality or relevance of offerings. Building
on existing software technology, we propose to build a way for
the community to better share and find training and education
materials through a federated training repository. In this scenario,
organizations and authors retain physical and legal ownership of
their materials by sharing only catalog information, organizations
can refine local portals to use the best and most appropriate ma-
terials from both local and remote sources, and learners can take
advantage of materials that are reviewed and described more clearly.
In this paper, we introduce the HPC ED pilot project, a federated
training repository that is designed to allow resource providers,
campus portals, schools, and other institutions to both incorporate
training from multiple sources into their own familiar interfaces
and to publish their local training materials.

KEYWORDS
education, training, community engagement, survey

1 INTRODUCTION
We introduce the HPC ED pilot project, a federated training reposi-
tory of vetted and tested training that is designed to allow resource
providers, campus portals, schools, and other institutions to both
incorporate training from multiple sources into their own familiar
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interfaces and to publish their local training materials. As a needs
assessment prior to proposing HPC ED, the project team conducted
a survey in October-November 2022 of providers of HPC training
materials and related resources. The results [6, 18] showed that
most respondents were both interested in, and able to, work toward
community efforts to share and discover materials (see Section 2.)
The HPC ED federated repository has been designed to identify and
vet training resources from this broad set of offerings and to provide
metadata and characterization that support successful discovery
and utilization of training resources, and their incorporation into
portals for research computing groups at universities, HPC centers,
schools, domain-centered institutions and elsewhere. HPC ED also
provides an API so that local centers will be able to include content
identified in the repository and offer it to their local communities
side-by-side with local offerings. In addition, local centers can up-
load training offerings that have been vetted and share with the
broader computational science community.

HPC ED extends and enhances the ability of universities, de-
partments, research computing groups, HPC centers, and domain-
specific collaborations to discover and incorporate relevant and
proven training materials into their own websites, portals, and
science gateways, and to contribute to the federated repository.
Leveraging of the federated training repository allows communi-
ties access to advanced CI-related training materials without the
burden of creating and maintaining large sets of materials, and fa-
cilitate the professional development of individuals served by those
institutions. In addition to providing sets of training materials that
are commonly used for local activities, the federated repository will
facilitate discovery of new materials that add to the overall catalog.

In this paper we describe our efforts to identify the needs of
the HPC training community via our surveys (Section 2) which
provides motivation for the HPC ED project. Section 3 presents an
overview of the architecture of the Federated Training Catalog, our
approach to developing the metadata, and an API for publishing
and discovering the catalog content, and our commitment to main-
taining community driven standards of quality. Section 4 describes
our efforts to date to train our community to utilize the catalog by
hosting workshops and hackathon and working with early adopters,

Journal of Computational Science Education Volume 15 Issue 1

March 2024 41

https://doi.org/10.22369/issn.2153-4136/15/1/8 


who will provide important feedback for the Federated Training 
Catalog system. The paper concludes with a discussion that by our 
plans to help build a community of HPC trainers, we will help to 
ensure the longevity of the materials and metadata used for the 
catalog (Section 5).

2 SURVEY RESULTS OVERVIEW
The survey [6, 18] conducted in 2022 was conducted to learn if 
there was a benefit to improving how HPC training materials are 
shared and discovered. The survey showed that while community 
members are successful at finding materials, there are many barriers 
that make it difficult; the most cited reason was difficulty in finding 
materials at the right depth or level, as shown in Table ??.

Table 1: What Barriers Have You Encountered When 
Searching for Materials?

Barriers encountered Responses
I can’t find materials on the topic I need 35
I can find materials on the topic, but not at
the depth or level I need 72

I find too many materials, and I can’t effec-
tively sort through them all 44

I am aware of specific appropriate materi-
als, but search engines don’t list them in
the top results

26

Other 28
Total 93

In Figure 1, we explore whether respondents are both interested
in making data discovery easier, and able to provide metadata. We
see in the lower right quadrant that very few respondents want to
make finding data easier, but lack the ability. The greatest number
of respondents, in the upper right quadrant, have both the interest
and ability. This shows great potential in the community moving
forward with solutions. Altogether, the results imply that the com-
munity sees the potential for improving discovery of materials and
many have the interest and ability to contribute to a solution.

3 FEDERATED ARCHITECTURE
We are building an architecture designed to enable organized and
collective HPC training material sharing and discovery across the
national and international research and education community. This
community currently relies on two approaches for HPC training
material discovery. First, larger research projects and education-
focused organizations often have local training catalogs and discov-
ery portals where members of their community discover materials
selected for relevance and value to their community. These cata-
logs may contain locally produced training material or manually
selected and entered information about external training resources.
Commercial organizations, such as LinkedIn Learning, also provide
their own catalogs and training discovery environments. Second,
internet search engines like Google and streaming services like
YouTube are often used to discover HPC training materials.

Figure 1: Results of two survey questions: Does your organi-
zationwant tomake it easier for the public to find your train-
ing and education materials? &Would your organization be
willing and able to share your training and education mate-
rials in a public catalog by providing metadata about your
materials in a standard format?

At the core HPC ED is a federated training catalog that (1) lever-
ages and builds on the strengths and flexibility of organization-
specific training catalogs and portals, (2) addresses the many defi-
ciencies of search engines and streaming media services, (3) enables
every individual looking for HPC education material, whether they
are in an organization providing local training material or not,
to discover training material across all federated training catalog
participants,

HPC ED provides an API where resources can be published to
the catalog and queries can be made to identify and retrieve content
via the metadata system. Organizations that produce training mate-
rials and events will be able to publish into the Federated Catalog
and reach a greater audience (for example MathWorks leveraging
the catalog to publish documentation and events). Conversely, or-
ganizations that are curating appropriate materials for their local
community can browse the catalog and add resources to their local
portal. Organizations can both share their material and discover
new materials to be added to local portals.

An overview of the federation process is presented in Figure
2. In this workflow, Training Developers/Curators use the API to
submit a request to publish their materials and events into the
Federated Catalog. Once approved, the information is entered into
the catalog and made available to the public on the catalog site via
the API query interface. This catalog of resources has the potential
to encompass thousands of training resources and events that will
be made available through an API that allows sites to add resources
to their local portals and share resources with the catalog.

Using the HPC ED API, organizations seeking training are able
to browse the catalog for materials and add them to their local
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portals and information systems. In this way, they can present com-
plete training material sets without the difficulty of creating and
maintaining them consistently over time. By leveraging a federated
model, the training community can highlight the best possible train-
ing resources and emphasize competencies developed individually.

The base technology for the repository has been tested
and is complete, and is currently running behind the
https://software.xsede.org and the https://research.illinois.edu
sites, both of which provide information about HPC software and
research resources respectively. The former includes training mate-
rials on a much broader basis (including LinkedinLearning.com
resources). HPC ED provides additional quality assurance of
resources and integration into HPC learning roadmaps. The project
team will establish a similar repository for training materials that
collects information about the materials: location information, title,
and metadata about content and topics. A feature of this system is
that training materials remain in their original location and are
discovered via the repository itself or from within an HPC Center
website that uses the HPC ED repository via an API.

3.1 Metadata, Taxonomy and Ontologies
Working with existing community efforts to build a set of standard-
ized minimal HPC training metadata is critical for publishing and
discovering training information effectively. The Research Com-
puting and Data community is active in this area, but the current
lack of consistent metadata for HPC training is a major barrier
to effective discovery. A standard taxonomy of HPC/CI training
concepts, developed by an HPC training community, would make
materials more easily searchable and discoverable, more readily
adoptable and it will support the FAIR principles (Findable, Ac-
cessible, Interoperable, and Reusable) [11] for sharing of training
materials. The HPC ED federated catalog builds on a foundation of
standardized minimal HPC training metadata for publishing and
discovering training information and will merge and standardize
the HPC learning metadata from among our partnering organi-
zations into a common metadata schema. [22] [15] [19] [20] [21]
[9]

We propose that our effort begin with two types of metadata for
elements in the federated repository: first, metadata that describes
the training material, its access methods, and educational char-
acteristics, including Title, Description, Authors, Publisher, Type,
Language, Cost, Format, License, Target Group, Expertise Level,
Certification details, and very importantly, Persistent Identifiers,
Tags, or Keywords; and second, metadata that identifies the pub-
lisher and source of the training material so that when an individual
selects a specific training item, they can be directed to the source
catalog that published that material to browse all available infor-
mation and to access that training material. Additionally, we will
start with the Research Data Alliance (RDA) “Recommendations
for a minimal metadata set to aid harmonized discovery of learning
resources” that addresses many of the use cases and needs around
basic training sharing and discovery and supports FAIR practices"
[12]. Note that once the community can agree on this metadata, we
can begin exploring or connecting to other HPC based taxonomies
or ontologies efforts.

A key outcome of this project is the formation of and participa-
tion in an HPC/CI training materials ontology community (e.g., an
NSF ACCESS Affinity Group [2] [4]). This is described in Section
5 We are in the process of forming a Metadata Team of collabo-
rators who will iteratively review community schema standards
and identify discovery terms that need to be added to the schema,
and post periodic schema upgrades for public use. This activity will
be most likely organized through the ACCESS MATCH Affinity
program.[4] The "HPC Ontologies and Metadata" Affinity group
was created in Sept, 2023.[3]

Defining, categorizing, and standardizing the metadata is a sig-
nificant effort. There are currently several efforts in the HPC/CI
area that are building ontologies that describe the HPC ecosystem,
but there is no single/primary metadata set, taxonomy, or ontology
[7] [8] [14] [17] [23] [16] [24]. This is because of the complexities of
the hardware, software, other components, organizations, local ad-
min policies, etc. Where possible, we will identify and use existing,
common metadata sets, taxonomies, and ontologies. Where needed,
we will identify and add new terms to these existing ontologies and
work with existing communities to update them or to develop the
HPC/CI training materials ontology.

3.2 Sharing/Publishing Materials
To enable individuals, organizations, and projects with local train-
ing material to share and publish, HPC ED provides a secure pub-
lishing RESTful API. Using this API, any authorized organization
will be able to automatically publish standard metadata from their
local training materials catalog to the Federated Catalog. Affiliated
organizations will implement automated publishing once, and re-
run/synchronize frequently to refresh published information about
their local training materials. Published training metadata will be
stored in the Federated Catalog where it is aggregated with training
metadata from other organizations. We will track who published
each training element, perform basic quality checks, and inform
the publishers of metadata quality issues.

We foresee challenges to the long-term maintenance of the
project, such as how to handle material that is no longer being
updated or is no longer accessible. We plan to address these chal-
lenges using quality assurance (see Section 3.4), and also by tracking
when metadata was published and most recently refreshed. Work-
ing with an advisory board and the HPC community, the HPC ED
project team will conduct periodic quality reviews of content to
assess for relevance and correctness of materials. Publishers will
be required to automatically refresh their metadata, and if they fail
to do so within a configurable and reasonable interval, their meta-
data will be expired in the Federated Catalog. To support projects,
organizations, and researchers that have training materials but do
not have local training catalogs, we plan to coordinate with the AC-
CESS Support (e.g. MATCH) project [5] which already offers a way
to publish training materials into the ACCESS reference material
catalog.

3.3 Discovery of Materials
To enable organizations, projects, and individuals to discover pub-
lished training material we will implement a federated training
discovery/search RESTful API. This API will provide advanced
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Figure 2: Training Developers/Curators use the API to publish their materials and events into the Federated Catalog. Organi-
zations seeking training use the API to browse the catalog for materials and add them to their local portals.

search capabilities. For example, it will enable individuals to per-
form precise searches on specific metadata values, find materials
from a particular organization, author, or targeted skill level, as
well as perform more advanced key terms-based searches that rely
on our related HPC training material ontology and taxonomy work.
Advanced searching will ensure that the most relevant results are
returned for search terms and enable relevance rankings based on
known relationships between terms.

Projects and organizations with their own catalogs and training
discovery portals or websites will be able to present their users
with training materials published and shared by other organizations
through the Federated Catalog. They will be able to do this by
building into their websites the ability to query the catalog using
our APIs and present their users with federated training search
results.

To support projects, organizations, and researchers that do not
have local training portals we hope to partner with the ACCESS
Support (MATCH) project to implement a way for those individuals
to discover training through a MATCH community-wide portal.

3.4 Quality Assurance
For the HPC training community, building a repository is not
enough; we must also assure the accuracy of metadata of items
shared through the federation. This includes verifying the status
and nature of materials, validating their accuracy, and accrediting
that metadata associated with the materials is appropriate [13].
Some of these processes can be fully automated, others assisted
by artificial intelligence techniques, and some are simply human

labor. QA will include processes that use automation where appro-
priate and build on the crowd-sourced nature of input from users
of the repository and at workshops and hackathons through rating
information from the community on the material in the catalog
including a 5-star rating system, and monitoring the existence and
uptime of links.

An additional component of the review process will center on
material metadata. While review metadata that is collected will
at the simplest level implement a star rating and user comments,
additional feedback collected will focus on whether the metadata
being displayed accurately reflects the catalog item. This can include
descriptive information, such as author, title, and source, as well as
audience level and content description. By sharing back this review
information with catalog maintainers, we will provide a value add
for adopters of the federation. Catalog maintainers will be able to
opt-in to the review system.

4 PROJECT TRAINING
4.1 Workshops and Hackathons
The 2022-2026 National Science Foundation Strategic Plan [10]
notes that development of human capital must begin with train-
ing that embeds generations of technical expertise followed by
cultural/ community capital. For the HPC ED project, that means
leveraging workshops in a phased manner to engage with MSIs,
non-research, and academic research institutions, industry ven-
dors, and research organizations to ingest training resource data
needed to fill and maintain the catalog. Additionally, hackathons
(time-scoped deliverable-driven events), and later Birds of a Feather
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(BoF) sessions at targeted community conferences (see Section 5
will engage the collective human capital to maintain, evaluate, and
identify community technical training needs. To clarify, the use
of the workshops, hackathons, and BoFs for the purpose of col-
lecting, maintaining, and building both the resources connections
and fostering community engagement with the Federated Catalog
each will have targeted outcomes within the three training deliv-
ery phases. These workshops, hackathons, and BoFs will be held
virtually and, when applicable, in person.

4.2 Early Adopters
Early adopters will be encouraged to participate at all levels of
development of the Federated Training Repository system, and
will provide valuable feedback for needed changes. This group
will serve as alpha clients and will define and/or redefine method-
ologies, processes, and initial user interface templates based on
their required experiences. The reason this will be targeted for
a workshop is to allow the development team rapid turnaround
from critical path concerns identified by the user group. A diverse
set of early adopters is essential to ensure broader engagement,
current knowledge resources, and post- proposal funding resource
opportunities respectively ensuring the culture of the project is in-
clusive. The project team has received letters of commitment from
a number of sites willing to be eager adopters and help contribute
to the holdings of the repository. These projects include enhancing
coursework at MSI institutions, training Cyberinfrastructure Pro-
fessional (CIP), hosting training catalogs at our local institutions,
and collaborations with various ACCESS projects.

5 BUILDING AND SUSTAINING COMMUNITY
A community-wide project can only thrive when it has input, feed-
back, and use by the community. We have organized avenues for
community engagement and communication on the project activ-
ities, which include our training program described above, and
holding meetings with key stakeholders. A working group has been
formed within the ACM SIGHPC Education Chapter to discuss
metadata standards for sharing materials across all interested orga-
nizations. A BoF was held at PEARC23 to gather community input
of what is needed to make existing training materials to be more
findable, accessible, interoperable and reusable (FAIR)[21] for the
whole community to benefit from them. Two key outcomes resulted
from this meeting: (1) the participants wanted to meet as often as
possible, synchronizing with other meetings; and (2) an affinity
group within ACCESS [3] was recently created as a result of the
discussions at this BoF. Future events include meeting at SC23, and
the Science Gateways 2023 Annual Conference, and other meet-
ings. For more information, visit the HPC ED website, located at:
https://github.com/HPC-ED/HPC-ED.io.

We have a number of partners who confirmed their interest and
intention in integrating their training resources as early adopters,
who are committed to helping us to grow the repository and to
collect feedback on the product and procedures. We share regu-
lar updates through the HPC ED Google Group mailing list and
newsletter to allow those who want to know about activities can
be kept updated. To join the mailing list, send an email to hpc-
ed@googlegroups.com.
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